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Preface

his edition of Doing Qualitative Research has many revised chapters.

Chapter 2 discusses what you can (and cannot) do with qualitative
research, with an expanded discussion on the diversity of qualitative research.
Chapter 3 is based on entirely different material, which comes from recent
PhDs speaking about their experiences in graduate school and the job market.
Other revised chapters are on

o Selecting a research topic (Chapter 6, ‘with a new discussion on IRB
considerations)

o Making good use of your supervisor (Chapter 18, with new material on
how to select an “ideal” mentor and how to be an “ideal” protégé)

e Surviving the PhD examination (Chapter 25, with new examples from
U.S. students)

o Getting published (Chapter 27, with an expanded discussion of different
theoretical models of writing and representational strategies)

o Tailoring your writing for different audiences (Chapter 28, with a new
discussion on writing as writer-audience interaction)

o Getting a job (Chapter 29, with a more comprehensive discussion of job
search strategies from choosing a suitable graduate program to the dos
and don’ts of a job interview)

All these revised chapters include new exercises and case studies that elabo-
rate on the content of each chapter using personal accounts of triumph and
struggle. These stories come from David, Amir, and other qualitative
researchers who generously shared their experiences with us.

Xv
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We have also tried to make this edition attend to the needs of the range of
students from different disciplines who are involved with qualitative research
projects. Each chapter also now begins with a list of objectives and ends with a
set of key points. The glossary is greatly expanded and words that appear in it
are listed in bold the first time they are used in each chapter.

With these changes, we hope this book will be equally accessible to students of
qualitative methods across a wide range of disciplines. Although we cannot escape
our own sociological background, we have tried throughout to provide helpful
resources for students across the social sciences and throughout the world.

‘We hope that this book will be used as a basic primer for PhD students, com-
bining “hands-on” guidance on completing a good qualitative research project
with practical advice on the criteria used in oral examinations and in publica-
tion. We have also attempted to make the book useful and accessible to the
many master’s and bachelor’s students who are interested in writing a qualita-
tive research for their theses. Although such students will normally be expected
to complete their research in months rather than years, they face the same prob-
lems of research design, execution, and writing discussed in this book. Even
if they do not face an oral examination on their research, the best master’s
students should be thinking about publishing their work, and both bachelor’s
and master’s students should be interested in how higher-level work is evaluated
and the significance of “originality.”

The content of this book derives from our biographies. For David, in addi-
tion to his numerous publications, his vast experience comes from supervising
more than 20 successful PhD students and more than 20 years of teaching intro-
ductory workshops for research students at universities around the world, as
well as the course “Concepts and Methods of Qualitative Research” for MA
students. These courses have convinced him that the only way to learn the craft
of qualitative research is to apply classroom knowledge about different method-
ologies to actual data (found here in the case studies and exercises provided in
each chapter).

Amir’s contributions to this new edition of an already successful book come
from a different source. Although Amir has published several books and articles
and has taught undergraduate courses in research methods, his contributions to
this book reflect a novice researcher’s perspective on an ever-growing field
rather than expertise per se. In one form or another, Amir has had to grapple
with many of the topics covered in this book. Thus, wherever appropriate, he
has interjected his understanding of these various matters in the text more as
one graduate student speaking to another rather than as an expert educating his
peers. Straddling the world between a recent PhD and a position as junior pro-

fessor at a small liberal arts college, Amir supplements David’s decades of expe-"

rience with a degree of empathy for the plight of struggling graduate students.

Preface

Our readers should be aware that no textbook offers a purely neutral treat-
ment of the topics it covers. Much will depend on the material included (and
excluded) and on the particular position of the author(s). We hav? our own par-
ticular “axes to grind” in this book. First, we argue that doing quahtaFwe
research is always a theoretically driven undertaking. This means that practical
skills are not the whole of the story, particularly if such skills are (wrongly) seen
as sets of arbitrary “recipes.” ’ .

Second, as David has long argued, most dichotomies or polarities in social
science are highly dangerous. At best, they are pedagogic devices for students to
obtain a first grip on a difficult field—they help us to learn the jargon. At W(?L‘St,
they are excuses for not thinking, which assemble groups of researchers into
armed camps, unwilling to learn from one another. .

For instance, as a qualitative researcher, David has been open to using quan-
titative measures where appropriate. This is because, while recognizing the dif-
ferent models we often use, David shares quantitative researchers’ aim to do a
science (loosely defined as critical sifting of data, leading to cumulative general-
izations that can always be later refuted). N

There are pragmatic as well as intellectual reasons for taking this position.
As the introduction to a book David recently coedited puts it,

The great conversation that, in practice, is carried out in the world (what
researchers like to call “common sense”), assumes that facts are “out
there” and can be “collected” and therefore can constitute “evidence.” A
social research practice that does not go along with this view Wﬂl,. on the
whole, fail to enter the world’s conversation. (Seale, Gobo, Gubrium, &
Silverman, 2004, p. 6)

This attention to practice, as reflected in the title of this book and displayed
throughout the text, also implies that learning qualitative research is msc.aparable
from doing qualitative research. No two qualitative studies are ex'actly. a]{ke. Th.e
setting, the players, the research question, or essentially everything is fluid in qua.\h-
tative undertaking, to a large extent by design. Throughout this text, we l?rowdc
scenarios, stories, and examples that both illustrate and reinforce this position. As
noted earlier, our aim is not to provide research recipes. Such a formulaic approac.h
is counter to the reflexive nature of qualitative research, as we understand it.
Instead, we approach teaching, learning, and doing qualitative researc.h as an ongo-
ing process of “chance learning.” Although the book serves its instructional purpose
of providing outlines, models, and lists, it also urges students to relfantles§ly look
for the undiscovered possibilities presented through their fieldwork, interviews, or
other material. To use a metaphor, we aim to simply teach students to keep their
eyes open but cannot possibly foretell the substance of what they will see.
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PART I

Introduction

art I provides a context for thinking about doing qualitative researclT. A
P brief introduction to the themes of this book and how be.st to use it is
provided in Chapter 1. Chapter 2 compares qualitativg an'd quantitative research
and raises questions about how to decide whether qualitative methods are appro-
priate for your research topic. Chapters 3 and 4 offer examples of early a.nd late
stages of research students’ work and show what we can learn from thel.r expe-
riences and ideas. Finally, in Chapter 5, we address (and seek to demystify) the

troubling concept of originality in research.



CHAPTER 1

How to Use This Book

his is the fifth textbook on methodology David has written or edited since

1985. Everyone knows that research methods texts often sell well, but
that is hardly an excuse to write yet another one. So, you may properly ask,
what has this book to offer? .

The brief answer is that, in our view, research students still lack a singly
authored, hands-on, practical guide to the business of doing qualitative research,
writing it up, and making use of it. This is what this book sets out to do. Much
more than other methodology texts, it aims to teach the skills of qualitative
rescarch in the context of the practical problems that face the novice researcher.
To this end, it combines telling examples of students’ experiences in the field,
case studies of relevant qualitative research, summaries of key skills, and exer-
cises to test your knowledge.

In this short chapter, we outline the structure of this book and provide some
suggestions about how to make optimum use of it.

" Part I is aimed at the beginning research student. Part Il assumes that you have
overcome your initial doubts and now need to deal with the nitty-gritty issues that
arise when you start to design a research study. Chapter 6 discusses how to select
a topic. Chapters 7 and 8 deal with using theories and choosing a methodology.
The tricky question of selecting which case(s) to study is discussed in Chapter 9.
The final chapter in Part Il considers how to write a research proposal.

Part I1I focuses on the period when you have begun to gather and analyze data.
Tn Chapter 11, we outline what is to be gained by working early with data sets.
Chapter 12 discusses how to develop your early analysis. The next two chapters
consider the use of computer-aided qualitative data analysis and validity and



Part I: Introduction

reliability. Chapter 15 shows you how to apply what you have learned in Part Il
to evaluate qualitative research.

In Part IV, we address ways of keeping in touch with your data, with subjects
in the field and with your university department. In four chapters, we discuss
record keeping (including a research diary), relations in the field (including eth-
ical issues), making good use of your supervisor, and how to get feedback about
your research. ;

Alasuutari describes writing a thesis as rather like learning to ride a bicycle
through gradually adjusting your balance:

Writing is first and foremost analysing, revising and polishing the text. The idea
that one can produce ready-made text right away is just about as senseless as
the cyclist who has never had to restore his or her balance. (1995, p. 178)

Following Alasuutari’s guidance, Part V is concerned with the “writing up”
stage of research. Its five chapters address the following topics: how to begin
your research report, how to write effective literature review and methodology
chapters, and how to produce a lively concluding chapter.

For PhD students, the oral, or viva, is a crucial and much-feared part of the
process. It also may seem to be shrouded in mystery, like some weird Masonic rit-
ual! Part VI attempts to demystify the PhD examination. Whereas Part VI is only
relevant to PhD students, Part VII offers all readers a discussion of effective qual-
itative research, which provides an overview of the main themes of this book.

The three chapters in Part VIII consider the aftermath of a finished piece of
research. Depending on the level of your work, this may involve the possibility
of getting your research published and, perhaps, getting a job. Whatever its level,
a good research report always is designed for a particular audience.

From Part I onward, the order of this book very roughly follows the likely
chronological sequence of doing a piece of research. However, we recognize
that textbooks are not usually read in the same way as novels. For instance,
although you may want to resist the temptation to skip to the final chapter of
a whodunit, no such prohibitions are sensible when using a textbook. So, for
example, you may want to consult Chapter 18 on making good use of your
supervisor quite early on. Or, if you want a quick summary of the story this
book offers, you may turn at once to Chapter 26. Each chapter is more or less
self-contained and so there should be no problems in zigzagging through the
book in this way, using the glossary provided where appropriate.

Zigzagging also makes sense because qualitative research rarely follows a
smooth trajectory from hypothesis to findings. As we shall see, this is less a draw-
back than an opportunity to refocus your work as new ideas and opportunities
arise in the field. Consequently, most readers will want to move backward and

1+

How to Use This Book

forward through the book as the occasion arises. Alternatively, you may find it
useful to skim-read the book in advanf:e and then work through cer;am chapters
in greater detail to correspond with different stages .of your researc h -
The examples and exercises in this b?OI( are desgr.led to al.low t 3 novice ci
emerge with practical skills rather than simply the ability to write go; e)'(a[fudij
tion answers. The exercises mostly rely on the stage of your researc comc;1 hg
with the chapters where they are found. So when you are zigzagging .throug t le
book or skimming it, it will usually make sense to return to the exercises at a rel-
evant stage of your work, using your supervisor for fe.edback and ?.dVlFC.b ;
Ultimately, of course, no book can or should provide for how it vtnll 'e'reah.
Complete anarchy is nonetheless rarely very usefu% to .anybt.)dy. 11-1 this spirit, }: e
structure we have provided tries to give you an initial (.)nentatlor‘x‘. Flrom then
on, it is up to you. As the philosopher Ludv‘wg Wlttgenste.m wrote, Al \;Ile wz;nt
to do is to straighten you up on the track if your coach is crooked on the rails.
Driving it afterwards we shall leave to you” (1980, p. 39e).
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CHAPTER 2

What You Can
(And Can’t) Do With
Qualitative Research

INTRODUCTION

This chapter offers practical help in answering three very concrete questions
that you should consider before beginning a qualitative research study. Namely:
e Are qualitative methods always the best?
o Is qualitative research appropriate to the topic in which I am interested?
o If so, how should it influence the way I define my research problem?

Arguably, these are recurring concerns throughout this book, as they are relevant
to all phases of the research process (e.g., data collection, analysis, writing, etc.).
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In this chapter, however, we treat these questions as items in a “buyer’s guide
directory,” so to speak. Our aim is to challenge some common misconceptions
and help our readers assess the advantages and disadvantages of qualitative meth-
ods before committing to them for their thesis or dissertation. As in the rest of the
book, we will set out our argument through examples of actual research studies.

ARE QUALITATIVE METHODS ALWAYS THE BEST?

The sociology department in which David used to work offered a degree in
qualitative research. The offerings for this program included a course largely
taught by ethnographers who themselves mainly used qualitative methods.
However, such a title seemed to attract students more in terms of what it
promised to avoid rather than by reason of what it offers.

Specializing in qualitative research sometimes implies avoidance or down-
playing of statistical techniques and mechanical, quantitative methods used in
survey research or demography. In fact, this was indeed the case in David’s for-
mer sociology department—although students were expected to take a course in
survey methods and to be aware of how the issues of validity and reliability so
often posed by quantitative researchers are relevant to any kind of credible
research (albeit in varying ways).

There is a potential danger in overemphasizing one’s qualitative training or
orientation. For some novice researchers, qualitative methods are embraced to
the point of a dogmatic stand against all other methodological paradigms. It is
particularly troubling to hear students speak of a fixed preference or predefined
evaluation of what is “good” or at least “appropriate” (i.e., qualitative) and
“bad” or “inappropriate” (i.e., quantitative) research. Any good researcher
knows that your choice of method should not be predetermined. Rather, you
should choose a method that is appropriate to what you are trying to find out
(see Punch, 1998, p. 244).

For instance, if you want to learn about the demographic characteristics of
Americans who favor the death penalty, a quantitative approach would do very
nicely. In their article “Racial Prejudice and Support for the Death Penalty by
Whites,” Steven Barkan and Steven Cohn (1994) use General Social Survey (an
opinion survey conducted annually in the United States) data to do exactly that.
In particular, their study shows how variables like racial stereotyping, political
conservatism, and antipathy toward blacks are associated with support for the
death penalty. Table 2.1 represents some of the findings from this research.

As seen in Table 2.1, Barkan and Cohn use quantitative analysis of survey data
to show that there is indeed a statistically significant relationship (as indicated by
the starred correlation and regression coefficients) between respondents’ political

‘What You Can (And Can’t) Do With Qualitative Research

Table 2.1  Correlations and Logistic Regression of Racial Stereotyping, Political Conservatism,

and Antipathy Toward Blacks on Support for the Death Penalty

Independent Variables 7 (Correlation Coefficient)

B (Regression Coefficient)

i .08

Racial stereotyping .10 ”
Political conservatism 18 .

17 26

Antipathy toward Blacks

SOURCE: Adapted from Barkan and Cohn (1994).
NOTE: p < .05

and racial attitudes and their support for the death pepalty. In tl.'liS example,
researchers’ use of statistical techniques is quite appropriate. That is not to say
that the research is beyond critique. On the contrary, one can raise legitimate
questions about the validity of the dependent variable as measured by tl.'.le q;es;
tion, “Do you support or oppose the death penalty for persons convicte od
murder?” On its face, this question offers nothing about the circumstances an
context of a death penalty case. For example, what if the offender was a minor,
or what if the offender had been abused by the victim? In other wo.rds, serious
questions can be posed about the extent to which the dependent variable mthrthls
study in fact measures what it claims. Howeve).r, we sho'uvld be careful not to o;;v
away the proverbial baby with the bath water in our critique of quantitative nllet. -
ods. The findings here are significant, worthy of discussion and further analysis,
and very appropriate for the research question and data'at hand. o
On the other hand, if you are concerned with exploring people’s life hx§tones
or everyday behavior, then qualitative methods may be favored. Depending on
the data and the research question, attitude toward the d.eath p‘enaltjy ca:l‘ also be
investigated using qualitative techniques. For example, in their article “I HoEe
Someone Murders Your Mother!’: An Exploration of Extreme Support fc')r.t e
Death Penalty,” Margaret Vandiver and her colleagues show how pubhmz'ed
executions engender hostility against the opponents ?f the ‘death penalty. U;lng
participant observations, newspaper accounts, and interviews, the researcf e;s
display the tumultuous and brutal attitudes o.f some of the supporters <:i t }el
death penalty. Below are excerpts from this article based on letters sent to deatl
penalty abolitionists in the state of Tennessee.

Since I can’t be sure what if anything is going to happen to thes.e {111‘1rder-
ing scumbags in the afterlife, I'll opt to fry them right now!.If this is insen-
sitive to weakling [sic] such as yourself, it’s just too f}lckmg bad! While
people stand around executions with candles, ’'m popping the cork on my
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bubbly and celebrating that another useless (that’s right—useless) mother-
fucker is gone. According to you, we should try to “understand what
transformed a human being into a murderous monster.” Guess what? Who
the fuck cares? Get rid of them, end of story, period! I don’t know what
Bible you read but mine talks about “an eye for an eye” and that’s
EXACTLY what I want! (Vandiver, Giacopassi, & Gathje, 2002, p. 400)

Compared to Barkan and Cohn’s quantitative article, Vandiver and her
colleagues’ research question and data focus on the nuances of pro-death
penalty attitudes. The data and analysis in this case underscores how the
themes of revenge and retribution are used as rhetorical justification for bru-
tal punishment.

These two studies of attitudes toward the death penalty show how the ques-
tions and the data shape the research design and focus. In this book, we favor
a purely pragmatic argument, according to which research problems define the
most appropriate method. Research methods are not inherently right or wrong,
they simply fulfill different purposes. On the one hand, an insistence that any
research worth its salt should follow a purely quantitative logic would simply
rule out the study of many interesting phenomena relating to what people actu-
ally do in their day-to-day lives, whether in homes, offices, or other public and
private places. Similarly, an exclusive qualitative orientation excludes the possi-
bility of understanding and appreciating social trends that are evinced in aggre-
gate, numerical data. So, in choosing a method, everything depends on what
we are trying to find out. No method of research, quantitative or qualitative, is
intrinsically better than any other.

Moreover, as we shall see later, research problems are not neutral. How
we frame a research problem will inevitably reflect a commitment (explicit or
implicit) to a particular model of how the world works. And, in qualitative
research, there are multiple, competing models. Simply declaring, “I am a qual-
itative researcher,” in and of itself, explains little about your particular take on
the diverse practices and languages of qualitative research. Our commitment to
qualitative methods should accompany answers to the following questions:

e Exactly what methods do we have in mind (e.g., interviews, focus groups,
observation, texts, audio or video recordings)?

e In what ways are these methods relevant to our research problem and to

our mode] of how the world is put together?

In the next two sections, we show how you can begin to answer these
questions.

What You Can (And Can't) Do With Qualitative Research
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SHOULD | USE QUALITATIVE METHODS?

Table 2.2 offers some general answers to this question.

Table 2.2 Should I Use Qualitative Research?

1. What exactly am I trying to find out? Different questions require different
methods to answer them.

2. What kind of focus on my topic do I want to achieve? Do I want to study this
phenomenon or situation in detail? Or am I mainly interested in making
standardized and systematic comparisons and in accounting for variance?

3. How have other researchers dealt with this topic? To what extent do I wish to
align my project with this literature?

4. What practical considerations should sway my choice? For instance, how long
might my study take and do I have the resources to study it this way? Can I get
access to the single case I want to study in depth? Are quantitative samples and
data readily available?

5. 'Will we learn more about this topic using quantitative or qualitative methods?
What will be the knowledge payoff of each method?

6. What seems to work best for me? Am I committed to a particular research model,
* which implies a particular methodology? Do I have a gut feeling about what a
good piece of research looks like?

SOURCE: Adapted from Punch (1998), pp. 244-245.

This table shows that qualitative research is not always appropriate to every
research problem: For example, following Item 2 of Table 2.2, if you are mainly
interested in making systematic comparisons in order to account for the vari-
ance in some phenomenon (e.g., crime or suicide rates), then quantitative
research is indicated. Equally, as a rule of thumb, if it turns out that published
research on your topic is largely quantitative (Item 3), does it pay to swim
against the tide? As we stress several times in this book, if you can align your
work with a previous, classic study, this makes a lot of sense. The last thing you
want to do is to try to reinvent the wheel!

Let us try to flesh out the broad guidelines provided in this table by using one
example, which, we believe, shows the issues you need to think about when fit-
ting your choice of methodology to your research problem. To concretize the
discussion, we will use a research example to help us focus on Items 5 and 6
from Table 2.2.
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A few months ago, when David was idly reading the job advertisements for
university researchers, he came across an advertisement that caught his eye. This
was the research question to be tackled: How is psychosocial adversity related
to asthma morbidity and care? It was explained that this problem would be
studied by means of qualitative interviews.

David’s immediate question was, how can qualitative interviews help to
address the topic at hand? The problem is not that people with asthma will be
unable to answer questions about their past nor, of course, that they are likely to
lie or mislead the interviewer. Rather, like all of us, when faced with an outcome
(in this case, a chronic illness), they will document their past in a way that fits the
present, highlighting certain features and downplaying others. In other words, the
interviewer will be inviting a retrospective rewriting of history with an unknown
bearing on the causal problem with which this research is concerned.

This is not to deny that valuable data may be gathered from such a qualita-
tive study. Rather, it will address an altogether different issue—narratives of ill-
ness in which “causes” and “associations” work as rhetorical moves to establish
a coherent present.

By contrast, a quantitative study would seem to be much more appropriate to
the research question proposed. Quantitative surveys can be used on much larger
samples than qualitative interviews, allowing inferences to be made to wider
populations. Moreover, such surveys have standardized, reliable measures to
ascertain the causal relationship and “facts” with which this study is concerned.

For that matter, why should a large-scale quantitative study be restricted to
surveys or interviews? If we wanted reliable, generalizable knowledge about the
relation between these two variables (psychosocial adversity and asthma mor-
bidity), we would start by looking at hospital records.

This example illustrates the need to fit your research design to your research
topic. But, of course, it overplays the opposition between qualitative and quan-
titative methods.

If resources allow, many research questions can be thoroughly addressed by

combining different methods, using qualitative research to document the detail

of, say, how people interact in one situation and using quantitative methods to
identify variance (see Chapter 8). The fact that simple quantitative measures
are a feature of some good qualitative research shows that the whole qualitative/
quantitative dichotomy is open to question. In the context of this book, we view
many such dichotomies or polarities in social science as highly dangerous. At
best, they are pedagogic devices for students to obtain a first grip on a difficult
field—they help us learn the jargon. At worst, they are excuses for not thinking,
which assemble groups of researchers into “armed camps,” unwilling to learn
from one another.

What You Can (And Can'’t) Do With Qualitative Research

As Table 2.2 (Point 6) suggests, such armchair debates are of less relevance
than the simple test “what works for me.” As Howard Becker comments about
his use of qualitative data,

It’s the kind of research I've done, but that represents a practical rather
than an ideological choice. It’s what I knew how to do, and found
personal enjoyment in, so I kept on doing it. (1998, p. 6)

However, Becker adds that his “choice” has not blinded him to the value of
quantitative approaches:

P've always been alive to the possibilities of other methods (so long as they
weren’t pressed on me as matters of religious conviction) and have found it par-
ticularly useful to think about what I did in terms that come from such other
ways of working as survey research or mathematical modeling. (1998, p. 6)

Not only does it sometimes pay to think of qualitative research, as Becker
suggests, in terms of quantitative frameworks, it can also be helpful occasion-
ally to combine qualitative and quantitative methods. As we show in Chapter 14,
simple tabulations can be a useful tool for identifying deviant cases.

In this section, we have used one example to-show the importance of thinking
through your research problem before committing yourself to a choice of method.
But, as we have already hinted, the situation is rather more complicated than this.

13

UNDERSTANDING RESEARCH IN
TERMS OF DIFFERENT MODELS

‘We can understand this complication better by returning to Point 6 of Table 2.2:
namely, are we committed to a particular research model, which implies a par-
ticular methodology? Models provide an overall framework for viewing real-
ity. They inform the concepts we use to define our research problem.

For instance, in the example we have been considering, the problem was defined
in terms of the relation between an independent variable (psychosocial adversity)
and two dependent variables (asthma morbidity and asthma care). These kinds of
concepts appear to derive from a positivist model, which encourages us to chart the
relation between variables that are operationally defined by the researcher.

Now, although positivism is the most common model used in quantitative
research (i.e., the default option), it sits uneasily within most qualitative research
designs. This is why David was puzzled by the choice of qualitative data in the
design of the asthma study.
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Qualitative research designs tend to work with a relatively small number of
cases. Generally speaking, qualitative researchers are prepared to sacrifice scope for
detail. Moreover, even what counts as detail tends to vary between qualitative and
quantitative researchers. The latter typically seek detail in certain aspects of corre-
lations between variables. By contrast, for qualitative researchers, detail is found in
the precise particulars of such matters as people’s understandings and interactions.
This is because qualitative researchers tend to use a nonpositivist model of reality.

To underline the intellectual diversity of the field, in the next section we offer
a brief summary of Gubrium and Holstein’s analysis of four models of qualita-
tive research. '

THE DIFFERENT LANGUAGES OF QUALITATIVE RESEARCH

A thorough discussion of differences in method and theory among qualitative
researchers is found in Gubrium and Holstein’s The New Language of Qualitative
Method (1997). This book classifies qualitative research in terms of various
orientations on the empirical data under analysis. In particular, Gubrium and
Holstein focus on how each qualitative approach uses a particular analytical lan-
guage to emphasize a particular facet of social reality. As the authors put it,

Our strategy for understanding the diversity of qualitative research is to
treat each variant as an enterprise that develops, and is conducted in, a
language or idiom of its own. Accordingly, each idiom represents a distinc-
tive reality, virtually constituting its empirical horizon. (p. 5)

At the heart of this classification system is the division between substance and
process, or between what is being studied and how it is constructed. Take the
topic of nudity, for example. A qualitative researcher might ask the following:
What are the deviant traits that characterize nudists and what practices are asso-
ciated with a nudist? Another researcher studying the same topic could examine
how nudity could be made normal or routine. In “The Nudist Management of
Respectability,” Martin Weinberg (1994) explores how nudist colonies achieve
the “respectability” of the unclothed body through a set of locally defined and
enforced norms like “no body contact” and “no accentuation of the body” (e.g.,
sitting with one’s legs open). Weinberg’s goal is to answer the question, “How
can they see their behavior as morally appropriate?” (p. 392).

With this distinction between how (process of constructing reality) and
what (reality as substantive truth), let us now look at the four models of
qualitative research discussed in Gubrium and Holstein’s book (i.e., naturalism,
emotionalism, ethnomethodology, and postmodernism).

What You Can (And Can’t) Do With Qualitative Research

Naturalism

As a model of qualitative research, naturalism focuses on the factual character-
istics of the object under study. Gubrium and Holstein cite William Whyte’s Street
Corner Society as a classic example of naturalism. In this urban ethnography from
the 1940s, Whyte’s goal is to describe what life is really like in an inner-city Italian
neighborhood located in Boston. The observations and analysis are intended to
objectively reflect what Whyte saw and heard in this real world of poverty.
Naturalism’s strength is its representational simplicity. A naturalistic ethnography
is almost formulaically built around the following tasks: entering the setting,
establishing rapport, recording observations with an eye toward sociological con-
cepts (social status and group dynamics), and presenting the findings. The major
shortcoming of this approach, according to Gubrium and Holstein, is this:

Because they view the border [between the topic of study and the way in
which it is socially constructed] as a mere technical hurdle that can be over-
come through methodological skill and rigor, they lose sight of the border
as a region where reality is constituted within representation. (1997, p. 106)

This criticism suggests that naturalists overlook bow people create meaning
in their lives. Respondents are treated as mere sources of data without any
interpretive capacity of their own. In a naturalistic framework, the partici-
pants’ “interpretive practice” (Gubrium & Holstein, 1997), or how they make
sense of their own world, is irrelevant.

Emotionalism

Like naturalism, emotionalism takes for granted the reality of the topic under
study. The difference between the two is that where naturalism searches for
objective reality in physical places, emotionalism locates the real in the emo-
tional life of the researcher and the respondents, or as Gubrium and Holstein
put it, an emotionalist “virtually takes naturalism to heart” (1997, p. 59).
Emotionalists are especially concerned with authenticity, which for our pur-
poses can be defined as “deeper truths about the self.” For emotionalists, alter-
native writing techniques can be used in qualitative research to better represent
“true feelings.” In the following extract, for example, Laurel Richardson
describes why she chose poetry to represent her interview data:

Writing poetry is emotionally preoccupying; it opens up unexpected, shadow
places in my self. As a kind of time-saving/snaring-two-birds-with-one-net
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strategy I decided to fashion material from an unmarried mother interview
into a poem. (1992, p. 131)

For Richardson, transforming interview data into poetry enables the researcher
to preserve the authenticity and breadth of her respondent’s story—information
that she feels would otherwise be lost in a traditional style of writing and
analysis. As she puts it, “For sociological readers, the poem may seem to omit
‘data’ that they want to know. But this is Louisa May’s [her interview respon-
dent’s] story not the sociologist’s” (p. 126).

The problem with emotionalism, as Gubrium and Holstein note, is that “by
peering so intently into subject’s interior lives and inner realms, emotionalists
can blind themselves to the ways that subjects shape these spheres by way of
their own interpretive actions” (1997, p. 108). Under emotionalists’ exclusive
focus on inner feelings and self-reflective confessions, all substantive inquiries
about social reality dissolve into self-explorative texts.

Ethnomethodology

The third qualitative approach reviewed by Gubrium and Holstein is
ethnomethodology, which could roughly be translated into the study of people’s
methods of constructing reality in everyday life. Unlike the other two
approaches, ethnomethodology is very much concerned with bow social reality
is constructed in everyday interaction. Ethnomethodologists’ primary aim is to
understand how people go about doing things in their everyday lives by creat-
ing meaningful categories for themselves and others. Thus, for example, an eth-
nomethodologist might ask seemingly curious questions like: What does it mean
to be a “man”? The researcher would then bracket any prior knowledge about
the topic (i.e., keep preconceived understandings from entering the analysis). In
essence, bracketing means ontological detachment from the topic. Therefore, in
representing the analysis, the word an, for example, would be placed in quo-
tation marks to indicate its bracketed usage for the purpose of the study.

Harold Garfinkel, one of the founders of ethnomethodology, offers numer-
ous examples of this qualitative approach in Studies in Ethnomethodology.
Some of the studies cited in this book are labeled “breaching experiments,” or
small research projects deliberately designed to violate taken-for-granted social
order in order to reveal the process of its construction. In one such study, col-
lege students were asked to “engage an acquaintance or a friend in an ordinary
conversation and, without indicating that what the experimenter was asking
was in any way unusual, to insist that the person clarify the sense of his com-
monplace remarks” (Garfinkel, 1967, p. 42). The goal of the study was to reveal

What You Can (And Gan't) Do With Qualitative Research

“geen but unnoticed” (p. 42) norms used in everyday conversations. Here is an
extract from the study (S = subject, E = experimenter):

The victim waved his hand cheerily.

How are you?

E: How am I in regard to what? My health, my finances, my school work,
my peace of mind, my. . .?

S:  [Red in the face and suddenly out of control.] Look! I was just trying to
be polite. Frankly, I don’t give a damn how you are. (p. 44)

In this case, by problematizing conversational norms, the exl?erimentfar
reveals how the question “How are you?” is used to achieve “politeness” in
ryday encounters. ‘
eVeF();r G}r’ubrium and Holstein, although analytically powerful, the problem with
ethnomethodology is that it risks losing sight of the topic of analysis in the name
of focusing on the process of its creation. As they put it, “As the substantively
meaningful aspects of local culture are shunted aside in order to concentrate on
constitutive interactional activity, the content of lived experience becomes
almost incidental” (1997, p. 107). .

While ethnomethodology’s analytical rigor can free us of trite or stereotypic
understandings of a research problem, it does, on the other hand, impose
restrictions on substantive interests. For example, one cannot study poverty e.th-
nomethodologically without bracketing its meaning, or placipg it in quotation
marks (i.e., “poverty”). In this way, poverty loses its signiflcgnce as a global
social problem and becomes a particular achievement at a particular place and
time. As a whole, a strict ethnomethodological analysis trades the §ub§tance of
everyday life for-a rigorous understanding of the activities that define it.

Postmodernism

Although postmodernism refers to a vast body ‘of literature, for the sake
of simplicity and flow of discussion, let us assume the term encapsu.lates an
analytical orientation that questions all the achievements of modem{ty ('e.g.,
humanism, rationality, reason, science, and so on). One of the key contrlbu-tlons
of postmodernism to qualitative analysis is its critique .of the representational
authority of the written text. In particular, postmodernists a}sk, Who owns the
knowledge embedded in the text and what power or authority supports it? .

Gubrium and Holstein assert that the common theme of postmodernism
is how and through what cultural forces we come to understand and accept
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certain representations of reality as being “true,” “legitimate,” or “acceptable.”
Whereas ethnomethodologists study the processes through which members con-
struct their reality, postmodernists question the power relations and the politi-
cal rhetoric embedded in the representations and constructions of social reality.
While some postmodernists call for experimenting with alternative modes of
representing social reality, others fundamentally question all forms of represen-
tation to the point of nihilism by arguing that nothing can be known as “true”
or “good” (for a discussion of the different branches of postmodernism, see
Pauline Rosenau, 1992). Gubrium and Holstein’s critique of postmodernism is
best illustrated by these ominous words:

Postmodernism in the guise of qualitative inquiry is very risky business.
Rhetorical ubiquity notwithstanding, at the lived border, reality is always
on the verge of collapsing into representation, taking with it the substan-
tively distinct parameters of experience whose “qualities” are qualitative
method’s unique subject matter. Trying to capture that which is not there,
or to describe the inexpressible, using mere rhetoric that begs its own
deconstruction, is hazardous indeed. Qualitative inquiry is surely in peril
as it gambles with empirical nihilism. (1997, p. 109)

Thus, while. raising very important questions about the content of social
reality and the methods of its production, in its extreme forms, postmodernism
threatens the very need for scientific investigation and analysis. If, according to
some postmodernists, we cannot and should not separate fact from fiction or
truth from falsehood, then there is no point in spending precious resources to
empirically study and analyze social reality—we could just as well write poems
or a novel about our experiences. Nonetheless, it is possible to learn from the
important insights of postmodernism without drowning in its whirlpool of
intellectual nihilism. The most important of these insights is an emphasis on
the rhetorical and constructive aspects of knowledge. That is, the realization
that facts (social science facts included) are socially constructed to serve the
interests of a particular group. In fact, this limited interpretation of the post-
modern project is consistent with our own position in this book about quali-
tative research being a pragmatic enterprise that serves different interests.

It is worth noting that although these four models differ in how they empha-
size the nature of social reality, they are not mutually exclusive. For example,
the emotionalists and the postmodernists share a common concern with explor-
ing alternative representational strategies. David discusses the emotionalist
position further in Silverman, 2004, and the nature and purpose of models is
examined in greater depth in Chapter 7. For the moment, we just want to leave
you with the thought that qualitative research can mean many different things.
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Table 2.3  Four Models Compared

Naturalism Emotionalism Ethnomethodology ~ Postmodernism
Focus Objective reality Meaning, Practice in everyday ~ Representation
emotions, self life and power
Objective  Observing and Revealing deeper, Understanding how  Relentless critique
reporting things as  authentic truths things become what  of all ff)rm of
they really are about the self they are authority and all

claims to “truth”

By now, this whole debate may have left you thoroughly confltlsed. As a begin-
ning researcher, you may rightly feel that the last thing you need is to smk‘ into an
intractable debate between warring camps. However, it helps if we treat this less as
a war and more as a clarion call to be clear about the issues that animate our work
and help define our research problem. As we argue in Chapter 6, purely theoreti-
cal debates are often less than helpful if we want to carry out effective research. The
point is to select a model that makes sense to you (and, of course, there are more
than the two models relevant to qualitative research—see Chapter 7). The strengths
and weaknesses of any model will only be revealed in what you can do with it.

We will, therefore, conclude this chapter with a single case study that we
believe is an inspiring example and that shows the value of using a clear-Fut
model and, thereby, demonstrates the particular explanatory power of qualita-
tive research. ’

CASE STUDY: “POSITIVE THINKING”

Sue Wilkinson and Celia Kitzinger (2000) (henceforth WK) were interested in
the way in which both laypeople and many medical staff assume that “positive
thinking” helps you cope better with cancer. They point out that most of the
evidence for this belief derives from questionnaires in which people tick a box
or circle a number.

What alternative can we offer to this kind of quantitative research? The pre-
ferred qualitative route has been to analyze what people with cancer say in open-
ended interviews. Deriving from what is referred to as the emotionalist model,
such research has generally sought out patients’ meanings and emotions and, as
WK point out, has broadly supported the findings of quantitative studies.

However, there is a problem here, namely: “There is a widespread assump-
tion in [both] these literatures that research participants are naive subjects,
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intent primarily upon accurately reporting their cognitions to the researcher”
(Wilkinson & Kitzinger, 2000, p. 801).

By contrast, WK prefer to treat statements about “thinking positive” as
actions and to understand their functions in particular contexts of speaking.
So, although they use similar data to the emotionalists (interviews and focus
groups), the way they analyze that data is very different. Using an ethno-
methodological model, WK place quotation marks around “positive thinking”
(i.e., they bracket its meaning) to show when and how it is used.

Let us look at one data extract that they use from a focus group of women
with breast cancer:

Fiona:  Life’s too short to worry about whether you can afford or whether
you can’t afford, or whether you should spend the money or whether
you shouldn’t spend the money, you know, I think we, we’re sort of
thinking that towards the back end of next year, we’re off on a
holiday to Australia. I think you’ve got to feel like that. If you wanna
do it, I think you’ve gotta go for it, because none of us, I mean, it’s
all very well, they say, “Oh yeah, you’re fine now,” you, you know,
“Everything’s gonna be okay,” but none of us know what next week,
or next month, or next year has in store. And I, so I think you, you
have to be positive. (Wilkinson & Kitzinger, 2000, p. 805; see
Appendix for transcript conventions)

Fiona ends her comments about spending money now because “life’s too
short” by saying “you have to be positive.” But should we take this to mean
that this shows she is a positive thinker?

First, as WK note, Fiona shows that the object of her positive thinking is
vague and diverse. She is “thinking positively neither about the cancer and its
effects, nor about [her] possible recovery, but about [her life] apart from the
cancer” (2000, p. 805).

Second, if we inspect closely what Fiona says, we can notice that she uses a mul-
tiplicity of different voices to frame what she is saying. “You” expresses the voice of
any reasonable person (e.g., “if you wanna do it” and “you have to be positive”).
“They” occurs once to refer to other people who tell you things that may not turn
out to be true. “I” is used to refer to someone who ponders about all this (“I think™).

Like many of the women in these focus groups, Fiona frames her references
to positive thinking in the voice of “you.” Used in this way, as what “you have
got to do,” positive thinking is used as a kind of maxim.

.What You Can (And Can’t) Do With Qualitative Research

The beauty of maxims is that, because they are supposed to reflect a shared
world, their recipients can do little other than agree with them (Sacks, 1992,
Vol. 1, pp. 23-25). So, if you say, “you have to be positive,” you are likely to
get agreement, in the same way as if you say, “many hands make light work.”
And, interestingly enough, WK report that Fiona’s last comment does indeed
elicit agreement.

What Fiona is saying turns out to be complex and skillful. A lot of the time
we want to obtain the agreement of others and Fiona structures her talk to do
just that—notice that she also invokes a maxim (“life’s too short™) to justify
spending money.

This suggests that, at the very least, we should not tear out what Fiona says
about positive thinking from the multifaceted structure of her comments. Let
me underline this point with one more extract:

Hetty: When I first found out I had cancer, I said to myself, I said right,
it’s not gonna get me. And that was it. I mean (Yvonne: Yeah)
obviously you’re devastated because it’s a dreadful thing

Yvonne:  (overlaps) Yeah, but you've got to have a positive attitude thing, I do

Betty: (overlaps) But then, I was talking to Dr. Purcott and he said to me
the most helpful thing that anybody can have with any type of can-
cer is a positive attitude

Yvonne:  a positive outlook, yes

Betty: Because if you decide to fight it, then the rest of your body will st-,
will start

Yvonne:  Motivate itself, yeah

Betty: to fight it (Wilkinson & Kitzinger, 2000, p. 807)

Once again, on the surface, Extract 2 seems to support the idea that “posi-
tive thinking” is an internal, cognitive state of people with cancer. However,

this overlooks the extent to which these women are discussing “think-
ing positive” not as a natural reaction to having cancer (the natural
reaction [cited elsewhere in their data] is that, “obviously you're devas-
tated because it’s a dreadful thing”), but rather as a moral imperative:
“you’ve got to have a positive attitude.” (Wilkinson & Kitzinger, 2000,
pp. 806-807)
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So ’s analysis suggests two different ways in which these women formu-
late their situation:

Positive thinking is presented as a moral imperative, part of a moral order
in which they should be thinking positive.

Other reactions (including fear and crying) are simply described as what
«I did,” not as “what you have got to do.”

This distinction §hows the value of looking at how talk is organized and not
just treating it “as ‘providing a transparent ‘window’ on underlying cognitive
processes” (2000, p. 809). By contrast, WK’s constructionist model has allowed
us to get a quite different, more processual grasp of the phenomenon.

This has two useful consequences. First, we come to understand the place of
«positive thinking” within a broader range of activities like troubles-telling. In so
doing, we move from substantive theories to formal theories and, thereby, open
up the possibility of broader comparisons (see Glaser & Strauss, 1967). Second,
rather than simply confirm lay or medical beliefs about the phenomenon, it pro-
vides new insights of potential value to both patients and health care workers.

CONCLUDING REMARKS

Wilkinson and Kitzinger’s study gives a new twist to our earlier comments
about the haziness of the distinction between qualitative and quantitative
research. Earlier qualitative studies of “positive thinking” have simply repli-
cated the findings of quantitative surveys but at the cost of precision because
of the smaller sample size involved. By contrast, by using a radically different
research model, they have come up with new findings that would be difficult
to establish through quantitative methods.

Nonetheless, we must not draw too sharp a distinction between quantitative
and qualitative research. Qualitative research can mean many different things,
involving a wide range of methods and informed by contrasting models.

Ultimately, everything depends on the research problem you are seeking to
analyze. We conclude this chapter, therefore, with a statement that shows the
absurdity of pushing too far the qualitative/quantitative distinction:

We are not faced, then, with a stark choice between words and numbers,
or even between precise and imprecise data; but rather with a range from
more to less precise data. Furthermore, our decisions about what level of
precision is appropriate in relation to any particular claim should depend
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on the nature of what we are trying to describe, on the likely accuracy
of our descriptions, on our purposes, and on the resources available to
us; not on ideological commitment to one methodological paradigm or
another. (Hammersley, 1992, p. 163)

KEY POINTS

One of the main points we have made in this chapter is that research methods
should be chosen based on the specific task at hand. Amir’s personal experi-
ence with a study of juvenile offenders who were charged with adult criminal
offenses is a good illustration of this point (Frazier, Bishop, Lanza-Kaduce, &
Marvasti, 1999). In this federally funded research, one of the goals was to iso-
late the factors that cause legal authorities to recommend a minor for adult
judicial processing. The data came from two official sources. One was a
statewide database called Client Information System (CIS). The CIS data con-
tained numerically coded information on thousands of offenders from around
the state. This information came to the researchers in the form of magnetic car-
tridge tapes that had to be mounted on a mainframe computer before they
could be accessed and analyzed. The other source of data for the project was
local court records, which contained arrest reports, indictments, sentencing
reports, and a host of other documents about the cases. Summarizing. and
analyzing the numerical data was relatively easy. Once the data tapes were
mounted on the mainframe, Amir used statistical programs like SAS or SPSS to
read the data. With amazing speed, the computer programs could peruse thou-
sands of records and extract just what was needed for analysis. For example,
if Amir wanted to know the average age of offenders who had committed a
violent crime like robbery, he would write a few lines of computer syntax, sub-
mit the request, and have the report, or output, back in seconds.

However, the work was much more challenging where the local court files
were concerned. To transform these documents into data suitable for statistical
analysis, the researchers put together a lengthy data collection instrument. After
making an appointment at the appropriate courthouse, which could be hundreds
of miles away, Amir and his colleagues would drive to the location and peruse
the dossiers in search of information that corresponded to the hundreds of vari-
ables on the data collection instrument. For example, if the minor offender had
used a firearm during an offense, that would be coded as “1,” a blunt weapon,
such as a baseball bat, would be coded as “2,” etc. As the project proceeded, the
principal investigators and Amir had to add more variables to capture the
nuances of each case. For example, Amir came across a few cases that started in
one jurisdiction and were transferred to another. This required the inclusion of
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new variables to the data collection instrument. Amir and his colleagues soon
realized that no matter how many variables were added, many details of the case
simply did not fit a precoded, standardized format. Additionally, they were faced
with the problem of overlapping categories. For instance, Amir had difficulty
recording a case in which the offender began beating his victim with a baseball
bat and then pulled out a firearm and shot his victim. Should this case be coded
as a “1”or “2”? To remedy these problems, Amir and his colleagues had to sup-
plement the numerical data about a case with a qualitative narrative or a case
history to capture additional nuances. These case histories were written on a
blank sheet of paper that was provided on the back of the data collection form.
For example, Amir would write that Offender X lost his father to cancer at the
age of 12, and was placed in a foster home after his mother refused to care for
him, and so on. Finally, the principal investigators for this project (Amir was a
graduate student at the time and served on the project as a research assistant)
added more depth to their data by conducting in-depth interviews with a small
sample of offenders. They would go to prisons, halfway houses, or other venues
and interview the juvenile offenders face-to-face.

As you can see from this example, methods need not guide the research but
can be used as tools when they are needed. It would have been silly for Amir
and his colleagues to turn away from the case study method because it seemed
“too qualitative.” It would have been equally unreasonable to exclude the
statewide (CIS) data from the research because they were “too quantitative.” As
we have repeatedly noted in this chapter, you can become much more effective
as a researcher if you reject arbitrary, self-imposed limitations, and instead sys-
tematically pursue knowledge about a topic wherever the data might take you.

FURTHER READING

The most useful introductory texts are Alan Bryman’s Quantity and Quality in
Social Research (1988); Nigel Gilbert (editor), Researching Social Life (1993);
Clive Seale (editor), Researching Society and Culture (2004); and Keith Punch,
Introduction to Social Research (1998). More advanced qualitative analysis
is offered by Silverman’s Interpreting Qualitative Data: Methods for Analys-
ing Talk, Text and Interaction (2001), especially Chapter 2; Miles and
Huberman’s Qualitative Data Analysis (1984); Hammersley and Atkinson’s
Ethnography: Principles in Practice (1983); and Denzin and Lincoln (editors),
Handbook of Qualitative Research (2000). A particularly useful source is
“Inside Qualitative Research,” the introduction to Seale, Gobo, Gubrium, and
Silverman’s edited book Qualitative Research Practice (2004, pp. 1-11).

What You Can (And Can’t) Do With Qualitative Research

In addition to these general texts, readers are urged to familiarize themselves
with examples of qualitative and quantitative research. Strong (1979). and
Lipset, Trow, and Coleman (1962) are good examples of each. Sue Wilkinson
elaborates on her work in Wilkinson (2004). Sensible statements about the
quantitative position are to be found in Marsh (1982) (on survey research) and
Hindess (1973) (on official statistics).

Review any research study with which you are familiar. Then answer the questions below:
1. To what extent are its methods of research (qualitative, quantitative, or a combi-
nation of both) appropriate to the nature of the research question(s) being asked?

2. Apply the criticisms of either qualitative or quantitative research discussed in this
chapter to this research.

3. In your view, how could this study have been improved methodologically and
conceptually?

In relation to your own possible research topics,

1. Explain why you think a qualitative approach is appropriate.
2. Would quantitative methods be more appropriate? If not, why not?

3. Would it make sense to combine qualitative and quantitative methods? Explain
your answer.

Visit the following Web site for the journal of Qualitative Research at http:/// qgrj.sagepub
com/. Browse the table of contents for the most recent issue of the journal and read the
abstracts (you can do this without a subscription).

1. List the topics or questions, as listed in the abstracts, from three articles.
2. List qualitative research methods used in the three articles.

3. Describe to what extent the topics and methods are similar. In what ways are
they different?
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CHAPTER 3

¢ on’t touch the hot stove!” “Eat your food with a fork!” “Wash your

hands before you eat.” “Don’t tease your brother.” Most of us
remember being told these things by our parents. Sometimes we boldly asked
“Why?” and were told, “Because I told you so!” or “Because it’s good for you,
trust me.” This process of learning does not change significantly as we grow
older. We continue to ask questions, but we are not always told, or fully under-
stand, why a certain approach is more fruitful or less painful than others; we
sort of take it for granted and trust the expertise of others. However, this type
of learning has to be balanced against direct experience and individual creativ-
ity. It is true that you should avoid being burnt by the hot stove, but you might
be able devise a way to safely handle the heat—that is to say, to balance your
individual interest with conventional mandates.

The Research Experience
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This is the objective of this book. In discussing the specifics of doing qualita-
tive research, we hope to offer you strategies for both satisfying personal inter-
ests and meeting certain requirements within the field. To start with, we can
assume that by picking up this book and reading through the pages, you are
showing willingness to submit yourself to a learning process where you receive
advice on how qualitative research is done. However, it is unlikely that you will
find an exact, ideal formula for doing your research in this or any other text-
book because, as you will note throughout this book, qualitative research is a
growing and diverse field. This reminder about the vast and flexible terrain of
qualitative research:may be simultaneously exciting and daunting to novice
researchers. The examples and stories presented in this chapter are intended to
both reduce your anxiety and raise your enthusiasm about the field.

Learning From Others’ Experiences

Switch on your television and flip through the channels. You will undoubtedly
come across a talk show in which people are talking about their rise and fall from
grace. Or maybe you will find a sports channel where, more often than not,
instead of a game, you will see interviews with players about their hopes and feel-
ings. We live in.a world in which our yearning for people’s “experiences” is more
than satisfied by the popular media. Indeed, sometimes the “personal” is unduly
praised as a privileged source of knowledge (see Atkinson & Silverman, 1997).

However, this is not always the case. Any book which sets out to offer infor-
mation and advice about doing a piece of research without telling a few
personal stories would be in danger of being received as empty and unhelpful.
If we can draw out appropriate implications from these stories, moving from the
personal to the practical, then we will have achieved something more substan-
tial than merely providing some kind of experiential comfort blanket.

In this spirit, this chapter is devoted to the stories of doctoral students, who,
like you, had to navigate their way through the labyrinth of qualitative research.
These stories are organized in a chronological sequence that starts with selecting
a research topic and ends with analysis and writing. You should note that in real-
ity the steps presented here might overlap (e.g., you might choose a dissertation
chair before you choose a research topic). Also, the sequence is not always lin-
ear. Things do not always progress as expected. For example, after selecting a
topic, such as mental illness, you might realize that you cannot find any partici-
pants for your study and might have to change your topic. The steps outlined
here constitute the essential components of a qualitative study. Although more can
be added and some steps may be reversed or repeated, the basics do not change
dramatically from one project to another.

The Research Experience

The discussion that follows is based on the generous contributions of 12 col-
Jeagues who, in response to a list of questions, shared their experiences with us.
Collectively, these stories represent an opportunity to learn about the theory
and practice of qualitative research. Theses stories may be read and used in dif-
ferent ways. Some can be (a) imitated, especially if the research strategies were
successful, whereas others can help you (b) avoid similar mistakes in cases
where strategies did not work well. Still others might simply (c) #uspire you to
move in innovative directions. Finally, collectively, the stories provide a practi-
cal (d) list of the steps involved in the research process from start to finish based
on the experiences of recent PhDs.

SELECTING
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In this section, we discuss some common pathways to choosing topics for qual-
itative researchers. As you read these stories, note that in many cases researchers
come across a topic by chance, or they begin studying a topic because the data
or the research site were conveniently available.

Social Obligations

For some graduate students, selecting a topic derives from a sense of social
obligation. For example, Karyn McKinney’s research on how white college
students construct their racial identity was motivated by her desire to expose the
system of racial hierarchy in the United States. In a sense, she was morally dri-
ven to select this topic, or as she puts it, “I was interested in the topic out of
thinking about what I should do to effectively change the status quo.” Karyn
was committed to studying race relations, and settling on a specific area within
that field was a fortunate coincidence. In her words,

Eventually, my real excitement about data was what decided me on my
topic. T'was téachirg a class in race and ethnicity, and had asked students,

as their main project for the class, to write what I referred to as a
“racial/ethnic autobiography.” In my assignment for the course, students
were to go chronologically through their lives, telling their stories, focus-
ing on situations and incidents that made them more aware of their own
or other people’s race or ethnicity. Basically, these papers would be first-
person analyses of the development of racial and/or ethnic identity. When
I got the students’ papers back, I was mesmerized by reading them. I liter-
ally could not put them down. All of the students told stories that showed
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how racial and ethnic identity is a process, not a static characteristic. They
were fascinating, to me at least. Most of my students were white, and I began
to think about the new area I’d been reading in, “whiteness studies.”

Karyn’s research agenda was not entirely planned in advance. She was
simply assigning a project for a course and happened to realize the importance
of the data that was pouring in—the data “mesmerized” her. Note her social

obligations did not dictate her research entirely. To a large extent it was her -

fascmatmn with the data that focused her interests.

Curiosity

Other researchers cite general curiosity as the main reason for selecting a par-
ticular topic. Essentially, they are mmgued by a facet of social life and want io
learn more about it. Michelle Miller-Day’s story is illustrative of this  approach:

There is a quote from Zora Neale Hurston that, for me, captures what I hope

to achieve with qualitative research. She said, Research is formalized curiosity.
It is poking and prying with purpose. It is a seeking that he who wishes
may know the secrets of the world and they that dwell therein.

+ 1 have always been curious. Choosing a career as a social science
researcher, I assumed I could make a living asking questions and seeking
; answers. {In my more noble moments) I also believed that this career

would enable me to make real contributions to the understanding of social
behavior and the human experience.

In Michelle’s story, social obligations are not necessarily at the forefront
of her work. A general sense of curiosity coupled with the “noble” desire to
understand others dictated her research choices. This sense of wonder about
the world guided her questions and her observations.

Being Assigned to a Research Grant

A number of the colleagues we contacted selected their research topics based
on the fact that they were assigned to work on a research grant that fortuitously
provided them with a topic and access to respondents. For example, Greg Boylstein
writes,

I accepted a job as a research assistant (RA) at the local Veterans
Administration Medical Center. Initially I did home interviews with veterans

The Research Experience

who recently had a stroke. Through time I became more intimately involved
in the project, helping construct the initial theoretical framework with the
principal investigator and my dissertation chair, who was a consultant on the
study. Since I was 2 member of the research team on this large project, it
became natural for me to use the first phase of data as a basis for my disser-
tation research. I did not have any particular interest or knowledge in stroke
recovery prior to this RA position. . . . Rather than being isolated in my dis-
sertation research, I actually became integrated into a large investigative cen-
ter focused on stroke rehabilitation, with my dissertation making up one
component of disseminating our initial findings.

For other researchers who received less restrictive, individual grants, the
funding simply provided them with the time and resources to pursue topics of
personal interest. Consider, for example, Nikitah Imani’s case:

I actually did not per se select my topic for the dissertation. I received a grant
from the National Science Foundation to participate in a summer qualitative
methods workshop. Part of the responsibilities associated with successful
completion of that workshop was the completion of a qualitative research
project. . . . We were given the run of the local social theater to choose as
sites and given the convenience of the university setting itself and some issues
it resolved in advance (like securing primary access). I became engaged by
a grant-funded psychotherapy program the university was running. It
targeted presumably “dysfunctional” African American families. Initially,
without a topic, I sought merely to use ethnographic tools to describe to
those external to the program what was “taking place.” It was not long after
embarking on this quest that my pursuits turned far away from merely “test-
driving” the methodology to looking at critical questions of how “dysfunc-
tionality,” which I had taken for granted in the programmatic definitions,
was being articulated, defined, redefined, and reified in the implementation
phase. So it would be fair to say that the “scene” and the associated circum-
stances gave me my topic, which, given the methodology I had chosen,
seemed an appropriate line of inquiry to follow.

As we can see in Nikitah’s example, selecting a research topic is often a com-
plex process where personal interests, financial resources, and access to data
converge to shape the ideal research question.

Using the Self as a Starting Point

For some, direct personal experience becomes the starting point of their
research. In Amir’s case, being an immigrant led him to look at homeless people.
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In some ways, homelessness for him became a metaphor for the immigration
experience and the struggle for belonging. Similarly, Michael Arter speaks of how
being an undercover police officer became an impetus for his study of policing:

Because the Other Approach Is Limited

Although there is a general sense among some researchers that qualitative
data is inherently more “interesting” than numbers, there are less aesthetically
oriented and more analytically astute reasons for choosing qualitative methods.
For example, Karyn McKinney suggests that qualitative research was a better fit
for the types of questions she was asking:

I returned to graduate school after many years in the military and law
enforcement. As I became acclimated to the academic setting and my back-
ground became known to the faculty and other students, I noticed there
was a lot of emphasis placed upon and interest in my time spent as an
undercover officer. Along with much misinformation that was held by
many regarding; such assignments, there was an unspoken mystique and
" subtle respect that was accorded to me for the work I had done. I realized
at that time that most individuals lacked actual knowledge about such
N assignments and relied on media presentations and sensationalized
‘ examples for their understanding about the undercover function. At the
same time, I was very aware of the impact undercover assignments had in
my life and the lives of others with whom I had worked. While consider-
ing a topic for a research methods class, I conducted a literature search to easily been answered using the census data.
assess research available relating to stress in policing and discovered there : Similarly, Sara Crawley states that in her research on lesbian identities, quan-
was a distinct gap in this body of literature. I decided to adopt this topic titative measures seemed inadequate:
for the research class and, as I began to research the available literature, '
I became more entrenched in this topic as a viable venue for my dissertation.

I've always found qualitative data more interesting than quantitative data.
Beyond that, I believe that qualitative data is often more suited to provide
me with the answers to questions I’'m interested in. I find that my interests
usually lie in “how™ questions rather than in “how many” questions. e

In her dissertation, Karyn was interested in bow whiteness is created and
sustained in everyday life. The question of how many whites live in the United
States or how much money whites make compared to other groups could have

My substantive interests were related to identity and sexuality. The notion
that anyone could describe such intimate matters with a “6” or some quan-
titative measure seemed atheoretical and, frankly, ludicrous. I am not sug-
gesting that nothing is measurable or that attempts to measure are less useful
for some topics. But with a topic that is so intimate and constantly forming
as sexuality and identity, it seemed extremely important to highlight individ-
ual narrators’ ideas and concepts with some detail. As it turns out, I became
very interested in talk and how people narrate their identities and realities.
The good stuff was in their descriptions and ideas. It fascinated me every day.

The factors listed here, like those that will follow, often coexist and overlap
in the same project. What is noteworthy here is not the distinct pattern that a
particular researcher follows, but the fact that the process as a whole—that is,
the practice of qualitative research-—does not follow an exact uniformed model.
Essentially, the lesson with selecting a topic is to always keep an eye out for a
good topic, take advantage of opportunities when they present themselves, and
be flexible.

A related limitation of quantitative research is highlighted in Michelle Miller-
Day’s story about realizing that the subjects had all but disappeared in her sur-
vey research:

SELECTING A METHODOLOGY

An obvious question for thl? book would be why do some students choose qual- Like many students, I began my graduate training being socialized within a
itative research? In tf.xe United States, quantitative research tends to be more ' positivist paradigm. I was learning my statistics and how to conduct surveys
prevalent. In most SOC_‘°1°gY departments, the majority of the faculty use quanti- and develop quasi-experimental designs. But, one day I experienced a trans-
tative methods mn their research, and most journals publish a disproportionate forming moment in graduate school. Donn; one of the participants in a
number of quantitative journals. The so-called norm, at least for now, is quanti- V, survey-based study I conducted, was reading; a manuscript I had written
tative. What then attracts some to qualitative research? Here are some answers : reporting the findings of this s’tudy when she exclaimed, “Where is the

directly from the researchers. depth? Where is the feeling? Where am [ in all of these words?”
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“Well,” I responded, “right there on Page 17!”

“I know that 'm the subject,” Donna went on, “and I know that you
are the researcher. But . . . uhmmm . . . I really don’t get a sense of either
one of us in the paper.”

She was absolutely right! Donna, along with the other participants, pro-
vided a unique voice during the collection of the data, yet that voice was
ultimately muted by the deadening *thud* of an aggregate statistic. In my
research report she was nowhere to be found.

This experience occurred only a few months before I took my first qual-
itative research methods course. In that course I found my home. While
my education to that point was focused on teaching me to collect informa-
tion and understand social behavior, I wasn’t getting at the understanding
buman experience part of my aspiration. I realized that to truly capture expe-
rience, I needed to embrace the subjective and, along with it, the humanity
of social science.

Michelle’s emphasis on voice and subjectivity shows how an interest in sub-
jectivity and the authenticity of human experience is a strong feature of quali-
tative research. As we discussed in Chapter 2, this is one of the dominant
paradigms within qualitative research.

Doing What We Already Like

For Sylvia Ansay and her dissertation on house arrest, doing qualitative
research was not an epiphanic shift in her thinking, but rather a natural exten-
sion of what she “already liked doing”:

As a former elementary teacher and Guardian ad Litem [a volunteer
worker who functions as an advocate for abused children in the U.S.
courts], I have years of experience listening to stories in context and ana-
lyzing situations and needs. For me, qualitative research merely formalized
what I already did well and what I loved doing. Having chosen the disser-
tation topic based on a close friend’s experience, I was already aware of
the storied nature of his accounts, how his personality, alcoholism and his
ongoing feud with a local underground were all part of the story of his
house arrest as well as his criminal offense. I knew that his circumstances,
such as being a small-business owner, gave him privileges that someone
unemployed or on an 8-to-5 schedule wouldn’t have. I had heard his
descriptions of good officers and “pricks.” Everyday life on house arrest
was a story within stories, and I felt that perspective was necessary for
understanding the whys and hows of the intensive supervision experience.

The Research Experience

Bridging the Social Distance

Yet another colleague, John Talmage, found qualitative methodology to be
an ideal way for bridging “the social distance” in his study of “the social
world?” of the homeless:

While survey research is clearly an appropriate methodology for many
research questions, T did not believe that it covered the depth of meaning
that seemed to be so important in understanding the social world. I did a
qualitative dissertation to understand the social world from the perspec-
tive of the homeless population, and to that end it seemed helpful to get
closer to the data. This I eventually did by spending time with the home-
less in public places, in their hobo camps and cat holes, in shelters, and in
meetings with my “research team” [a group of homeless research infor-
mants]. These were ways to reduce the social distance between myself and
those homeless persons with whom I worked and spoke.

Here we can see that John relies on ethnographic methods as a way of bridg-
ing the status gap between him and a marginal impoverished population.

Doing What Is Practical

Finally, sometimes qualitative research is just a good fit for the question. As
Darin Weinberg states, there is nothing inherently superior about qualitative
research and its practitioners. Selecting qualitative methodology could be mostly
a practical matter of deciding what works best. In Darin’s words,

I would say my choice to do a qualitative dissertation was a product of
both personal taste and a sense that the themes in which I was interested
could be best explored through qualitative approaches. I was never com-
mitted to keeping the study strictly qualitative. As it turned out, my use
of quantitative data was fairly minimal but this was more a product of
contingency and how the foci of the project evolved than it was one of
a priori commitments. Had I come across quantitative materials that
could have helped me flesh out my analysis, I would have had no hesita-
tion to use them.

These stories reiterate the points made in Chapter 2 about the diversity of
qualitative research. Qualitative research is more than one thing. The features
that attract researchers to this methodology are many, and so are the ways this
methodology is practiced.
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SELECTING A CHAIR

Aside from choosing the topic and the methodology, another important step in
doing qualitative research as a doctoral student is selecting a committee chair.
In U.S. universities, 2 committee is a group of faculty who supervise a disser-
tation. They are composed of five members, four from the PhD candidate’s
specific department and one outside member from another program. The most
influential member of the committee is the chair. This person is expected to
have more direct contact with the student than the other members. In fact,
it is often the casethat the other four committee members are implicitly or
explicitly picked by the committee chair.

PhD students typically follow the research agenda of their chair and rely on
his or her mentorship for the remainder of their academic careers. Thus select-
ing a chair could be one of the most important decisions a doctoral student
makes. Although committee chairs can be changed, the practice is generally
frowned on and could be read as lack of commitment or effort on the part of
the student. So it is best to choose carefully and get it right the first time, as it
were. Here are some suggestions from our colleagues about selecting a chair.

Reputation and Interest

A safe and easy way to choose a dissertation committee chair is work with
someone with an extensive academic record and distinct reputation, particularly if
you find their work interesting. This was the case for Karyn McKinney, who states,

I had been attending another university, where I got my master’s degree.
In the process of working on my thesis, I came across the work of my
chair. It was unlike anything I had previously read, and I was very excited
about his approach. I checked to see what university he was affiliated
with, and then applied to the University of Florida for my doctoral stud-
ies. After I was accepted, I entered the program and immediately sought
him out, and asked him to work with me.

Similarly, Eileen O’Brien writes,

My qualitative methods professor at my MA program referred me to an
American Sociological Review article she had recently read and suggested
I might be interested in his work. I made a point to meet the author at my
first American Sociological Association meeting I attended, told him
I wanted to work with him, and then went about the process of moving/
transferring to the school where he was.

The Research Experience

Along with reputation, it is important to pick a chair whose work intrigues
you. As Sylvia Ansay writes,

I chose the professor whose own research and coursework excited me,
someone whose seminar assignments included meaningful projects, some-
one who looked at my seminar papers and saw numerous possibilities f(?r
further research and publication. Research takes passion. I recognized in
him the passion I needed to help me through the entire PhD process.

Rapport

Of course, reputation is not always the key criterion for this decision.
Sometimes, picking a chair is a matter of finding someone you can have a good
working relationship with, as in the case of Michelle Miller-Day, who states,

I wish I could say that the selection of my committee members was a
thoughtfully considered endeavor based on the best faculty member for. the
job. But I cannot. I knew who I wanted to be the chair of my comumittee
because he and T had worked together in the past on a funded research project
and 1 liked him, I respected him, and I knew we worked well together.

The importance of good rapport is further highlighted by Nikitah Imani in
the following passage: .

I had had a negative experience as a political science major with one
member of my committee, which led to me discontinuing my graduate
studies in that department after completing a master’s degree. That expe-
rience taught me to make sure that the members of the committee, not
least of them the chairperson, would be sympathetic to me as a human
being, first, and then to my research agenda.

It is obvious that selecting a reputable chair you have difficulty- communi-
cating and working with will do little to advance your career. Most' of our col-
leagues recommend that students research the “temperament” of their candidate
for a chair before finalizing their decision.

Politics

Academic institutions are not immune from politics and power games. Some
faculty members, be it because of their research or personal characteristics, are
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more capable of supporting their students than others, particularly when the
student’s work is controversial and challenges mainstream views about a topic.
As Nikitah Imani puts it,

The chair’s power and influence in the department was an important con-
sideration for me. I watched a fellow student in the political science depart-
ment who enrolled with an Ivy League honors masters and did not finish his
dissertation. I watched a second similarly go down in flames, and the criti-
cal variable seemed to be an insufficient amount of influence on their behalf,
particularly within their committees. As a graduate research professor, my
chair not only was a full professor, but to a certain extent he was immune
from the predilections of the department itself. He ranked sufficiently high
within the department to have weight in decision making, but was not con-
nected in many ways to the rivalries and histories of the long-term faculty.

Unfortunately, as Nikitah notes, sometimes graduate students become
entangled in political struggles within their program and are directly or indi-
rectly kept from completing their degree. Here is when a “powerful” chair can
play a significant role in protecting the student from vicious, personal attacks.
More important, a good chair (if you are willing to listen to him or her) can
keep you from getting involved in certain issues in the first place. The thing to
remember is that as a graduate student, your position in your department is
temporary. Your goal is to get your degree and move on to a full-time position.
In contrast, the faculty have long-term vested interests in the program. There
are issues among them that preexisted before your arrival and will likely con-
tinue after you graduate. Do not inadvertently become fodder in fights that
essentially have little to do with your academic success. By picking a chair who
is immune from the petty in-fights, you simply increase your chances of com-
pleting your degree in a timely manner. That is why in many programs junior,
untenured faculty are not permitted to serve as dissertation chairs. This ‘is not
entirely about qualifications. The fact is, disputes will come up and someone
has to defend your side. A junior faculty, who is in the midst of the tenure
approval process, is rarely capable of defending you.

Interviewing a Potential Chair

The most practical approach for selecting a chair is to literally interview
potential candidates, just like you would interview job candidates (except with
much more humility on your part). Michael Arter describes this approach most
succinctly:

The Research Experience

I developed a “short list” of potential chairs. T had developed a close rela-
tionship with those on the list from classes, social settings, and while func-
tioning as a graduate assistant and assistant director of the undergraduate
advising center. This allowed for a relaxed and comfortable discussion with
each potential chair. Each professor was aware I was “interviewing” in
search of a chair and all were open and honest in providing guidance and
direction for the process. One of the candidates did not feel they were the
best choice for a qualitative project and was dropped from consideration.
The “qualitative candidate” was overcommitted and was faced with a
family medical issue that prohibited serving as chair, but did allow for ser-
vice on the committee. I had worked as a graduate and research assistant
to the professor I finally chose as my chair. He did not consider himself a
“qualitative person,” but we were both very comfortable with each other
from prior research projects and there was a reciprocal respect between us.
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THE ROLE OF THE ADVISOR

Once you have formed a dissertation committee, it is essential that you estab-
lish and maintain rapport with the committee members, particularly the chair.
The styles of chairing a dissertation range from a completely hands-off approach
to micromanagement of the dissertation, with most chairs falling somewhere
in the middle of this continuum.

For example, Michelle Miller-Day had a hands-off committee, or as she states,

I was pretty much blessed with a committee who said, “You are doing
something that we have never done . . . so go for it!” They pretty much
kept out of my way and let me do my thing, although my advisor did ask
for field note updates.

In contrast, Karyn McKinney reports a different type of interaction with her
advisor,

My advisor helped in many ways. Because I had already been writing with
him, he had taught me how to use qualitative data to study the sociology of
race. He was supportive of my topic, once I showed him how interested
I was and where it would fit into the existing research. He was always avail-
able, by phone, e-mail, or face-to-face, to discuss the ideas I was having
while analyzing the data. He read chapters as I completed them, and offered
suggestions that made the project imminently better. Finally, he simply would
not allow me to sabotage myself through unnecessary perfectionism.
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It is up to doctoral students to a ger a feel for their chairs’ preferences.

Having said that, here are some suggestions for communicating with your chair.

Sharing ldeas

Amir once heard a professor complain about a student who repeatedly both-

_ ered him with, as he put it, “brain farts” (i.e., fleeting thoughts). He has since

lost respect for that professor and his unhelpful approach toward his students,
but there is a lesson to be learned here. Remember that the difference between
a so-called brain fart and insight is timing and packaging. First, it is generally
not a good idea to pour out your thoughts at the doorstep of your advisor
as she is preparing for class or trying to hurry to a meeting. Wait. Make an
appointment to discuss your progress on the dissertation or invite your chair to
lunch and carefully take the time to explain your ideas. Second, develop and
polish your ideas before presenting them to your chair. Whereas some chairs are
incredibly effective at helping you pull a string out of a mess of seemingly dis-
connected ideas, others lack the capacity or the inclination for this kind of
brainstorming. So play it safe, and think before you speak.

“Driving the Bus”

Ultimately, the role of the advisor is to help you finish your project. Sara
Crawley illustrated this point by using the analogy of “driving the bus”:

Throughout graduate school, I used a metaphor that guided my decisions
and helped me organize my program and reason through pitfalls and
politically dangerous situations. The metaphor I used was “I'm driving the
bus.” T began graduate school because of personal, passionate interests
and I felt it important to hold on to those ideals throughout to direct my
work. The metaphor extends like this: You can get on the bus and ride
along. Everyone is invited and you are welcome to get off the bus if you
choose. But I'm driving and P’m determining the direction. I may let some-
one else navigate for a while if their expertise is helpful. But I ultimately
decide where we are going with my research.

The point here is although one can and should expect a good deal of assis-
tance and support in graduate school, at the end the responsibility for complet-
ing the dissertation lies with the student. The casual atmosphere of some
graduate programs may give the impression that the rules of professionalism
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do not apply in academia. This could be a dangerous assumption. In some ways,
academia is very “corporate”—there are deadlines, expectations, and competi-
tion for limited resources. Accept these as the rules of the game without taking
any of it too personally. Consider, for example, Darin Weinberg’s balanced
approach to his advisor:

Though my advisor sometimes gave me feedback and advice I didn’t really
want to hear about my work, this was to my mind much appreciated candor
and not in any way insulting or disrespectful. I didn’t have any difficulties
with him, and sought out his guidance as much as I could get it. We formally
met perhaps every 4 to 6 weeks and once in awhile informally as well.

Note that the frequency of meetings with your chair will vary during your
dissertation. The typical pattern is that you meet more frequently at first when
you first conceptualize the project, maybe less so during fieldwork, and maybe
more again toward the end. Regardless of how often you meet with your chair,
make the most of these sessions. In particular, never give the impression that
you are not willing to learn. In the haste to impress an advisor, it is easy to
come across as a know-it-all. This is a deadly sin in academia, particularly at
the graduate level. Once you are labeled as someone who is not educable, the
doors start closing. This reaction on the part of the faculty may be justified in
light of the institutional mission of academia. The academic enterprise is based
on the assumption that students are there to learn, not to lecture the faculty. If
you have a strong opinion about a particular issue, phrase it tentatively and,
when possible, in the form of a question.
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INSTITUTIONAL REVIEW BOARD (IRB) APPROVAL

The logic and necessity of protecting the dignity and safety of the research"

participants is widely accepted among social scientists today, but we should
remember that this has not always been the case. Most of us are aware that the
Nazis used concentration camp victims as guinea pigs in their diabolical med-
ical»experiments, but relatively few are familiar with equally egregious but less
publicized violations of human rights under the auspices of research here in the
United States. In one of the most troubling examples of unscrupulous research,
a group of 399 African American men afflicted with syphilis unknowingly
became participants in a medical experiment that lasted nearly forty years until
it was finally exposed in the early 1970s (Jones, 1981, pp. 1-23). From the
1930s to the 1970s, the physicians assigned to these men deliberately did not
treat them for their ailment, even after penicillin was.developed and could have
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been used as a cure. Instead, the patients were secretly experimented on to_

examine the effects of untreated syphilis. By the time this U.S. Public Health
Service study was exposed and subsequently terminated, many of the patients

whosg condition had gone untreated for years had elther dled hombly or -

become severely ill.

“Instances of unethical research are not limited to medical experiments.
Among social scientists in the United States, a well-known example of unethi-
cal research is Laud Humphreys® Tearoom Trade (1970). Humphreys studied
anonymous homosexual encounters in semipublic places. Specifically, he was
interested in the background of men who had sex with other men in public
restrooms. After positioning himself in a restroom in a city park, he gained the
trust of the men who frequented it by acting as a lookout for them while they
engaged in sexual activities. Humphreys secretly recorded their license plate
numbers, and with the help of the police, discovered who they were and where
they lived. Months later, he visited the men in their homes disguised as a survey
researcher. He gathered additional information about these men and their
families and subsequently published his research in a book that was widely
praised before questions were raised about its ethics. One of the main findings
of his work was that many of the men in his study were married and of middle-
class background—a discovery that was made possible through the covert inva-
sion of the subjects’ privacy.

Such flagrant abuses of research subjects in the name of science have led to
the establishment of codes of research ethics. While these may vary across dis-
ciplines and national boundaries, there are a number of general principles that
most researchers would agree with. Most prominent among these are (a) volun-
tary participation, (b) protection of research participants, (c) disclosure of
potential benefits and risks to participants, and (d) obtaining informed consent.
IRBs emerged in academic institutions as bureaucratic entities responsible for
regulating and enforcing these important research ethics (Marvasti, 2003a).

Ideally, when you undergo and successfully complete an IRB review, you
accomplish two things. First, you have benefited from the advice of several other
academics trained to detect any potential flaws in your research design that could
pose a threat to the participants. The advantage of this guidance cannot be over-
stated. A qualitative researcher’s enthusiasm and his desire to become intimately
familiar with a topic could blind him to the adverse consequences of his research.
The IRB committee could alert you to problems before any inadvertent harm is
done. Second, when you present your research participants with a university-
approved informed consent, you earn their confidence that you are a trained
researcher with the backing of a legitimate academic institution. This could help
you establish rapport and address any concerns your respondents might have
about answering your questions or sharing their private lives with you.

The Research Experience

All studies conducted under the auspices of a federally funded university are
required to receive IRB approvals. This applies to research conducted by any
student or faculty member affiliated with the institutions, regardless of where the
research is actually done. IRB reviews fall into three categories: full review (usu-
ally takes 2 to 4 weeks), expedited reviews (usually 2 weeks), and exemption (the
researcher is exempted from all or parts of the IRB requirements). In most cases,
the process of obtaining an IRB approval is relatively simple and straightforward.

However, qualitative researchers sometimes encounter unique problems in
obtaining an IRB approval. Indeed, an IRB guidebook published by the U.S.
Department of Health and Human Services explicitly notes the difficulties
confronting qualitative researchers where informed consent is concerned.
Specifically, in a section titled “Fieldwork,” the guidebook states,

Fieldwork, or ethnographic research, involves observation of and interac-
tion with the persons or group being studied in the group’s own environ-
ment, often for long periods of time. Since fieldwork is a research process
that gains shape and substance as the study progresses, it is difficult, if not
impossible, to specify detailed contents and objectives in a protocol.

After gaining access to the fieldwork setting, the ongoing demands of
scientifically and morally sound research involve gaining the approval and
trust of the persons being studied. These processes, as well as the research
itself, involve complex, continuing interactions between researcher and
hosts that cannot be reduced to an informed consent form. Thus, while the
idea of consent is not inapplicable in fieldwork, IRBs and researchers need
to adapt prevailing notions of acceptable protocols and consent proce-
dures to the realities of fieldwork. IRBs should keep in mind the possibil-
ity of granting a waiver of informed consent. (Penslar, 2007)

Evidently, even the government agency in charge of defining and enforcing
guidelines for dealing with human subjects is aware that qualitative researchers
face unique challenges in gaining IRB approvals (it is worth noting that this
guidebook was prepared by a lawyer, Robin Levin Penslar, J.D.; the “ORRR
Program Officer”; and a physician, Joan P. Porter, D.P.A.). In this section we
consider the special IRB issues confronting qualitative researchers in the con-
text of several examples.

Defining Research

As noted earlier, qualitative research as a whole is much more open-ended than
quantitative research In most cases, quantitative research officially commences
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with the administration of a survey to a sample of respondents, but, as shown
above, qualitative researchers could begin data collection inadvertently. For
example, Amir’s life history as a person of Middle Eastern descent is data for his
research, but he never thought about obtaining approval from anyone to write
about his personal experiences. At the core of this issue is what is considered
research and when it begins. U.S. federal law offers this formal definition for the
word: “Research means a systematic investigation, including research develop-
ment, testing and evaluation, designed to develop or contribute to generalizable
knowledge” (U.S. Department of Health and Human Services, 2005).

This definition provides a seemingly clear institutional mission for IRB com-
mittees. In practice, however, numerous university workshops have been held to
inform the faculty and students as to what exactly constitutes research. For
example, given that qualitative research is not “generalizable,” is it considered
research under this regulation? The answer depends on the inclinations of the
particular IRB committee and the academic institution involved.

As Cary Nelson (2003) notes, there is a good deal of confusion regarding IRB
oversight on research involving in-depth interviews. For example, some universi-
ties exempt journalism students and faculty from the IRB approval process, even
though they essentially do the kinds of interviews that qualitative researchers do.
Nelson suggests that one explanation for this inconsistency is that IRB adminis-
trators fear that regulating journalism would border violating freedom of speech
protections provided under the First Amendment of the U.S. Constitution (for
a discussion on the constitutionality of IRBs, see Philip Hamburg, 2004).
According to Nelson, another IRB strategy for defining research is, “If it’s pub-
lished in a scholarly journal, it’s research” (2003, p. 33). Of course, this interpre-
tation raises another question; namely, what is a “scholarly journal”? In light of
these confusions, qualitative researchers often find themselves educating IRB
members about the philosophy and methods of their approach. The rule of
thumb here is that if you are not sure if you need an IRB approval, check with
your committee chair and contact the university IRB for guidance.

Differing Priorities

University IRBs are governed by a set of priorities, some of which directly
concern the ideal of protecting research subjects from harm whereas others are
about protecting the institution as a corporate and legal entity. For example,
IRB committees are very concerned about shielding the university from poten-
tial lawsuits. In fact, in some cases, the board includes an attorney whose
responsibility is to ensure that a proposed research project is free from litigation
risk. In the words of Michelle Miller-Day, who served on an IRB committee,
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The board members are thinking, how could a participant in this study sue

us? How can we protect against that (i.e., cover our asses)? And how can

we protect the participant from us (i.e., cover their asses)? As long as you

think of all possibilities where someone might get harmed and cover the
“" collective potential risks, then you are halfway there.

However, for researchers, participants are not seen as potential litigators but
as subjects who can provide information about a particular topic. In a sense,
this results in two visions of the research participant, “the potential litigators”
(the IRB view) and “the sources of information” (the researcher view). Although
this distinction raises important theoretical issues (see Qualitative Inguiry,
2003, 10(2), for a list of articles related to this topic), the practical point for us
as IRB applicants is that we must fit our priorities into the protective priorities
of our academic institution. As Michelle notes, the key is to convince the IRB
board that in essence there is no potential for a lawsuit. One way to provide this
assurance is to ask research participants to sign what amounts to a contract
detailing (a) the objectives of the study, (b) its voluntary nature, and (c) any
potential harm. The participants are expected to sign this document, and it is to
be archived along with the data (in case there is a lawsuit).

The challenge for doctoral students is to package the open-ended contingen-
cies of qualitative research in a way that convinces IRB members (who often are
unfamiliar with this kind of methodology) that no risk is involved. Again, survey
researchers have an easier job with this because the survey questions are designed
in advance and clearly demarcate the boundaries of the project. In contrast, qual-
itative research moves in unpredicted directions; an informant’s answers to a
question may result in a line of inquiry that was not planned from the start.
Michelle Miller-Day offers this advice for overcoming this sort of challenge:

The biggest problem for qualitative researchers, as I see it, is that in our
data collection we have to be flexible and attuned to “emergent data.”
While qualitative researchers can dance to our particular rendition of flex-
ible and emergent, lawyers and some quantitative researchers find this
rendition lacking in rhythm (structure) and believe it is chaotic (not sys-
tematic). We need to provide structure and a systematic outline of what is
planned and give possible outcomes of “planned flexibility.”

The phrase “planned flexibility” is one way out of the IRB dilemma. It is
not enough to inform the board that you are doing qualitative research and
therefore are not sure about the types of questions asked, where, and how.
They just won’t understand and agree with that line of reasoning. Instead, to
the best of your ability give an outline of what shape or direction your research

45



46

Part I: Introduction

might take. In other words, give them something they can work with within
the parameters of their institutional roles.

Some research projects have to be considerably modified due to IRB con-
straints. For example, Michael Arter states,

In the earliest planning for my research I had considered interviewing the
spouses of the officers for the familial aspect of police stress. Based upon
past decisions of the IRB at my institution, the plan to attempt to inter-
view anyone other than police officers was abandoned.

Other researchers go through such a complicated IRB approval that the
experience itself becomes part of the dissertation. This was certainly the case
with Sylvia Ansay, who encountered particularly stringent demands in her research
on house arrestees.

I experienced a major hurdle that seemed to come out of nowhere. I had
worked closely with the IRB administrator in writing my proposal. She
assured me that we had covered all our bases and there appeared to be no
problems. Approval should be automatic, she said, just a matter of wait-
ing a couple of weeks until the Board met. The process became compli-
cated when the IRB decided that, although I was not receiving funding
from the National Institutes of Health (NIH), I should have NIH approval
for the project. The Board didn’t give me any reasons for the decision;
however, I filed the proposal with NIH as they required. An administrator
at NIH telephoned me, surprised at the request because I was not seeking
funding from them. I had no answers for her. She ended the conversation
by saying the requirement raised “red flags,” which they’d have to check
out. That was the first of three or four phone calls between us. (I instigated
two of these in response to letters from the administrator.) The first criti-
cized the methodology, saying they had never heard of using life stories or
narrative analysis as research. It wasn’t “good science,” she said. Later,
I had to explain and defend every aspect of the research point by point. In
the end, their argument against approval shifted to a concern with my
personal safety. They requested a conference call with my professor, dur-
ing which an NIH attorney urged him not to support the in-home inter-
views, to consider the liability. When he could not be persuaded, they
approved the project with a disclaimer that approval would not have been
given if I had been applying for NIH funding. My experience with NIH
became a chapter of my dissertation and has been published in Studies in
Symbolic Interaction (Vol. 25).
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The IRB committee in this case seems overly protective of Sylvia and her
research participants. Though she eventually secured an approval for }.1er
project, it is evident that her research would have been completely st}frmgd
without the support of her dissertation chair. This sort of overprotection is
especially noticeable where sensitive topics or “devian_t populations” are con-
cerned. Consider, for example, Sara Crawley’s description of the IRB mandates
for her research with lesbians:

1 did have to take some pains to make the IRB comfortable with the group
I was interviewing. Given that I wanted to interview “lesbians,” the IRB
was more worried about protecting confidentiality than most of my par-
rators. Although I was careful to respect narrators, I found most partici-
pants were very willing and expected that they might talk about lesbian
experience in the lesbian groups they normally attended to talk about les-
bian experience. Ironically, for me, getting IRB approval was more about
making the IRB comfortable about issues that the naturally occurring
community was already comfortable discussing.

In Sara’s case, the IRB approval seems to hinge more on the board’s com-
fort level with lesbians and talk of lesbianism than the community members’
ease about discussing their lifestyles.

In a related case, Eileen O’Brien, in her study of antiracists, found that the
research participants wanted to be identified by name in the research despite the
IRB requirements for anonymity.

I was dealing with an area of activists who are pretty silencedfignored in
history—white antiracists—and some people felt that this neglect was very
calculated because it prevents whites from having visible alternative mod-
els of whiteness to follow, thereby subverting any major transformations
of the dominant group in society. So I asked my advisor about it, and he
said as long as I had it documented that they gave me permission to use
their real names, he didn’t think it would be a problem. But this issue
never actually went back to the IRB. I think this illustrates how qualita-
tive research needs to be adaptable, and that following “standard proto-
col” will not always work best depending on the topic and context of the
data you need to obtain.

It is important to remember that not every researcher experiences hardships
with the IRB approval process. Many projects sail through, so to speak. The
extent of difficulty depends on the topic you have chosen to study and on your
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academic institutions’ research standards. Generally, topics related to crime,
deviance, and marginal populations go through a more rigorous IRB process.
Again, as Michelle notes, the key phrase for getting your application through
is “planned flexibility.” This is echoed by Charles Bosk’s (2004) recommenda-
tion that qualitative researchers should educate IRB members and work to
reform the review process to suit their needs.

IRB Reviews and Controversial Topics

On a more cynical level, the IRB committees can be seen as a barrier to pro-
gressive research, or as Nikitah Imani notes, they can “stymie antioppression
research.” Although IRBs can play a significant role in ensuring the safety of
research participants, their survey-friendly protocol may in the long run dis-
courage more innovative research projects, especially those aimed at investing
social inequality (e.g., poverty, racism, sexism). Such studies may invariably
involve some degree of risk, both for the subjects and for the organization where
inequality is practiced. As Nelson states,

Of course, “respect for persons” can hardly entail respect for every human
action, but IRBs are ill equipped to negotiate the difference. Instead, they
often give unquestioned allegiance to a concept that might be given more
nuanced application to, say, Ku Klux Klan or Nazi Party members, who
might merit humanity qualified with disapproval and who might on occa-
sion appropriately be challenged aggressively in an interview. A historian
might well wish to investigate the self-understanding of a Ku Klux Klan
member and might choose to present a neutral account of the organization,
but academic freedom means that the decision to do so needs to be the his-
torian’s, not that of an IRB. One consequence of an unreflective commit-
ment to “respect for persons” is that IRBs have great difficulty accepting
research destined to be critical of its “human subjects.” (2003, p. 32)

As seen in the passage above, an increasing number of social scientists, and
academics in general, are concerned about IRBs’ growing “ethics creep”
(Haggerty, 2004) into their research. Initially, the social scientists responded
to IRB demands with incredulity and amusement. For example, in a magazine
interview, Howard Becker joked that if he was required to undergo rigorous
IRB reviews, he would circumvent the bureaucracy by redefining his research
as “conceptual art” (Shea, 2000). Four years later, in response to Haggerty’s
“Ethics Creep: Governing Social Science Research in the Name of Ethics,”
Howard Becker writes:
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What began years ago as a sort of safeguard against doctors injecting can-
cer cells into research patients without first asking them if that was OK has
turned into a serious, ambitious bureaucracy with interests to protect,
a mission to promote, and a self-righteous and self-protective ideology to
explain why it is all necessary. . . . I never had occasion to try out the idea
I suggested to the reporter from Lingua Franca, of describing my work as
conceptual art or performance art. . .. But if I did I suspect the response
would be to change the rules to include art projects. (2004, pp. 415-416)

Becker goes on to point out that some of his research on medical students,
for example, could not have been conducted with the same academic rigor
under the new IRB rules. His final recommendation to social scientists is,
“start fighting this thing full time and don’t give up an inch we don’t have to”
(2004, p. 416).

Similarly, Nikitah speculates that IRBs may inadvertently block the aspira-
tions of researchers who want to dig deeper, as it were. Moreover, in their
capacity to monitor and approve research, IRBs can become a sort of “univer-
sity research police” that controls the production of knowledge. Given that
IRBs are a relatively new institutional invention, it remains to be seen how they
will evolve to fulfill their mission. .

For now, the IRB approval is a necessary part of doing research at most U.S.
institutions of higher education. Based on our contributors’ comments and our
own experience with obtaining IRB approvals, we offer the following checklist
to help facilitate your application process.

1. Learn about the IRB guidelines at your particular institution {typically,
this can be done by visiting their Web site).

2. Describe your research in simple terms and do not assume that your
application will be reviewed by someone with expertise in qualitative
research.

3. Prior to submitting the final application, contact your IRB office for clar-
ifications on the informed consent procedures. In some cases, your
research may be exempt from the requirement of a written informed
consent.

4. Be cordial to the IRB staff and let them know you are willing to address
any concerns about privacy or potential harm to the research participants.

5. Expect some delays in the IRB process as you may be asked to revise and
resubmit the original application several times before your research is
deemed compliant with IRB guidelines.
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6. If fellow graduate students have done projects similar to the one you I had chosen to study lesbians, an identity that I hold myself. I was already
are proposing, ask them how they went about obtaining their IRB familiar with the local community and knew where to access narrators.
approvals. I found focus groups particularly easy to organize because I was looking for
“naturally occurring” settings (in the sense that I did not arrange them, but
participants would be there regardless of my research). So for focu.s groups,
DATA COLLECTION I approached preexisting groups and simply asked to be their topic for the
evening. As a result, I intervened less as a researcher in creating the groups, as
One of the unique features of qualitative research, and what really separates it well as needed to expend little energy organizing places, time, participants, etc.
from quantitative research, is that data collection is not limited to a particular
survey instrument or a set of variables. Qualitative data collection, especially Similarly, Michael Arter, in his research on undercover police officers, used
Wit’lfethnographic research, is an open-ended process that encompasses all the his existing contacts.
contextual information related to the research topic and the research site. In
some cases, information that was collected for a different purpose or obser- 1 capitalized on my prior law enforcement experience to gain access to the
vations that were originally not part of your research might become data. departments from which I collected data. Some of the agencies I contacted
Consider, for example, Karyn McKinney’s research on white identities, which were personally known to me and others had individuals who worked
started as a class project: there who knew me from my time in law enforcement.
T had, in a sense, already begun data collection before I decided on my disser- In Amir’s research on Middle Eastern Americans, he actually interviewed
tation topic. As an assignment for a course I was teaching, I had asked my members of his family and incorporated a good deal of personal experiences
students to write their racial autobiographies. I didn’t realize this was “data” into his research. However, using existing opportunities does imply there is no
that I was collecting at that time. The students’ stories showed how racial and planning involved in qualitative data collection. As we will see in the coming
ethnic identity is a process, not a static characteristic. They were fascinating. chapters, there are still many choices to be made about the focus, scope,-and
After deciding to use the initial student autobiographies as data, and obtain- duration of the study.
ing the consent that I needed, I asked colleagues to collect more data for me in
their own classes, at two other universities in the area. These colleagues offered
their students extra credit for contributing to my work, and the students sent THE ROLE OF THEORY

me their autobiographies via e-mail, which made it very easy later to begin
analysis of them (the originals I had received were in hard copy, and I had to
scan them into my computer). The extra credit was, of course, offered to
students of any racial or ethnic background, although I only used those of
white students for this project. In order to guide students in their writing,
I gave them a list of questions, the same that I had given to my class, that
would give them an idea of the kinds of stories and experiences I was inter-
ested in. They were told that they did not have to answer every question, and
could add other information they felt was relevant. So the data for my disser-
tation came from three universities. I ended up with about 60 autobiographies.

It is not uncommon for qualitative researchers to use their existing relation-
ships and contacts for their research. For example, Sara Crawley writes about
how she used her existing rapport with the lesbian community to collect data
for her research on gender roles among lesbians.

Arguably, .any research endeavor is theoretical. That is, certain assumptions
about the social world are always present and influence our observations.

Havir]gms'a-idA that, the degree to which theory is an explicit part of research

varies considerably across different dissertations. Some researchers seem to
have a formal theoretical model that guides their work from the start. For
example, Michael Arter reports,

The theoretical schema of general strain theory seemed to comport with a

substantial portion of the literature review on my topic. Basically, the aca-

demic literature on policing pointed to strain theory as a model for under-

standing the struttﬁfél'éb'ﬁdi‘tions of policing and police officers’ behavior..
I felt it was a logical decision to apply the theory directly in my stuf:_l}{.

I als6 allowed the data to become grounded as the collection and analyti-

cal processes evolved.
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Arter’s theoretical choices are guided by a review of the literature (e.g., a
reading of what other academics have published on the topic). This approach

is quite effective if you don’t want to reinvent the wheel, so to speak. Certain

we collect and transcribe the data. Consider, for example, Karyn McKinney’s
approach to data analysis:

ideas may be normatively accepted in the field, and your research could build -
on the existing knowledge. However, as Michael notes, there is also room for

First, I read through all of my data, and while doing so, I created a list
of “themes” I found in the data, with subthemes. Of course, this was an

grgupded theory (a la Glaser and Strauss, and Charmaz), or a sort of bottom-

up, or inductive, approach to theorizing (we will say more on this in the later
chapters). )

Overall, the experience of our colleagues suggests that the role of theory in

qualitative research varies on a continuum that ranges from formal fhéggy (Le.,
a line of reasoning with explicit assumptions and 4 particular intellectual
history) to data-specific analytical orientations (a way of making sense of the
dita at hand that makes no attempt at universal generalizations). Some of these
‘Variations were discussed more formally in Chapter 2, in the context of
Gubrium and Holstein’s New Language of Qualitative Method (1997). Many
of our colleagues fall somewhere in the middle of this continuum, as in the case
of Michael Arter, whose work was simultaneously informed by formal theory
and open to unique characteristics of his data.

Darin Weinberg’s position on theory further highlights this kind of flexible
theorizing:

My own orientation to theory is rather broader than the one we often find
in theory textbooks. For me, theory simply refers to the analytic relevance
of your empirical work to fﬁqfé general questions being debated in your
academic field or fields. Hence, I was interested in issues like powér, social
constructionism versus realism, macro-/microrelationships, structure and
agency, and material and ideological structure, and I thought a lot about
how these issues were playing out in my own research settings and how
what was going on in my settings might highlight things that my academic
colleagues might find interesting or valuable with respect to these more
general topics.

DATA ANALYSIS

To start with, anyone who has ever done qualitative data analysis will tell you
chat writing and aggly\si\g»coexjg“:[his is not necessarily the case in quantita-
tive research; where much of the analysis is done ﬁ-siﬁg a computer software
program, and once all the tables are generated, the writing of the results
begins. In qualitative research, we write explanatory notes (i.e., analysis) as
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ongoing process, where I several times added new subthemes until I had a
final list. Next, I began to try to code the data using a qualitative software
program, QUALPRO. I found that doing so was taking more time than it
was worth. So I simply went through each autobiography in WordPerfect
and placed a theme or subtheme at the beginning of various sections, in
brackets. Each portion of every autobiography was coded in some way.
Then, when it was time to begin writing, I simply went through files and
searched for these key words for themes to select quotes for each section.
I organized and wrote my dissertation according to the major categories
of themes I seemed to be finding in my analysis. These were whiteness as
discourse, whiteness as stories, and whiteness as identity. This organiza-
tion came to me through my analysis.

As Karyn notes, analysis of data provides a method for organizing and even-
tually writing the dissertation. Again, the writing and analysis are not separate,
sequential stages, but they are intertwined and simultaneous.

In fact, as Michelle Miller-Day notes, the trick is to not lose sight of this intri-
cate relationship between analysis and writing. In her words, “The difficulty lies
in disciplining yourself to write your field notes every night whether you feel like
it or not. Writing your research memos and trying to examine connections while
at'the same time thinking of what questions you will pursue tomorrow.” Here
we can see that not only are writing and analysis linked but that the data
collection is also part of the same process. Another researcher, Nikitah Imani,
describes the process in this way:

I think it is vital to synthesize and catalog a lot of the data as you are
getting inputs rather than gathering the data and beginning a separate
process of writing. At one level, this helps you avoid the simple human
problem of trying to retroactively reconstruct events and other things
through memory. At another level, writing after all the data collection
could cause one to take events out of the original context in which they
were derived. It is critical that a qualitative researcher maintain, as I did
throughout, a three-pronged research process involving (a) the actual
data collection, (b) a journal about the data collection process as it takes
place, and (c) a journal about changes in the perception of both of those
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processes as they unfold. Thus at the “end,” one has the raw data but also
the equally important analysis of how one has transformed and been
transformed by the research process. Having these three projects allowed
me to, say, look at conversations and interviews from a session, look at my
own initial take, and finally, look at how I approached the scene for sub-
sequent events after that initial assessment.

. To do effective data analysis, you must know your data, or as one of my

professors used to say, “You must court your data.” Good social science writ-
ing, be it qualitative or quantitative, is embedded in the data. To ensure that
the writing grows out of the data, become intimately familiar with every bit of

. information that your research generates. In Lara Foley’s words,

WRITING

I became familiar with my interview transcripts initially during transcrip-
tion. T used an extra-wide margin to make notes as I was transcribing and
later when reading through transcripts and coding. My approach to data
analysis is that I become intimately familiar with the data. Topics, themes,
or specific arguments “jump out at me” or formulate in my head over time
and then I pull together excerpts that work.

Believe it or not, data analysis can be fun. Sitting down and piecing
together the different bits and pieces of interviews and observations into a
coherent work can be an exhilarating creative process. This was the case for
Sylvia Ansay, who states,

I transcribed all my own data, along with notes about the homes and family
members interviewed. It took a long time, but I viewed it as the beginning
of the analysis, as a way to get close to the data. It helped me to remember
families in context and to begin identifying emergent themes. I analyzed indi-
vidual narratives as I went along. I enjoyed working with the data, making
minute-by-minute decisions, backtracking, reviewing, rethinking, feeling sat-
isfied, and moving to the next step. I love working with words and I was
doing what I loved. Besides, I don’t think I could have combined the various
kinds of data and made the methodological shifts | needed to make along the
way. For me, the fun of qualitative research rests in its endless possibilities.

To the extent that qualitative writing is separate from analysis, it is mostly
about knowing when to stop and deciding what should or should not be
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included in the text. Qualitative writing, as Sylvia Ansay notes, offers “endless
possibilities.” Well, in practice, tasks have to have a logical end. The challenge
for most novice writers, to put it bluntly, is knowing when to shut up. Nikitah
Imani, offers this advice for overcoming the problem:

The story frame really determined the selection of data to present. At
the outset, I committed to get in as much as I could of the participants’
own words and ideas. Within that commitment, [ wanted to make sure
that I indeed told the story. Information that was not directly germane
to give the reader a sense of the particular pieces of the story I wanted
to render was set aside. I always say set aside, rather than excluded,
since it’s more a question of them not relating to what’s being said than
being denied arbitrarily. Much of the material I did not use in the dis-
sertation has found its way back into the book and in other publications
as good data about other questions I did not think about or choose to
focus on at the time.

Nikitah’s advice can be summed up this way: decide what the story is, tell

the story, and save whatever is not part of the story for another project. The
emphasis on the narrative is echoed in Michelle Miller-Day’s account:

For my dissertation, I felt overwhelmed, I felt unsure, and I felt like, “who
am I to interpret these people’s lives?” Then the chair of my committee
reminded me that I was a social science narrator and I just needed to tell
my story from my view trying to represent the characters in the story. This
helped to get me jump-started. Then, and now, I always begin by writing
a descriptive account of the story—of the people, of the setting, and of my
reactions to it all. Then, once I have captured the people and their voices
at least in part, I begin with my analysis of the data; trying to capture the
human experience without reducing this experience to disembodied vari-
ables. I took a mountain of data and broke it into its parts and put it back
together into a coherent story.

If the narrative model does not appeal to you, or just doesn’t fit your data,
you might want to consider Eileen O’Brien’s more thematically driven
approach:

On the advice of my advisor, I looked at a couple of recent dissertations
of his advisees that he suggested. This helped me with an Introduction and
Methods chapter. This also probably gave me the model for the number
of chapters I would have, then a conclusion. My substantive chapters

55



56

Part I: Introduction

I basically organized around the three major research questions with which
I originally began the project:
1. Why did they become antiracist?

(In other words, being white, why should they care about racism? What
made them want to take it up as their life’s work?)

2. What do they do?

(What are the specific antiracist actions they take in their everyday life?
T used concrete examples here.)

3. How do they define racism?

(This question basically focused on the ideology that guided their work.)

QUANTITATIVE OR QUALITATIVE?

Whereas qualitative researchers might be more open to flexibility of the data
and the research process as a whole than quantitative researchers, as you will
see in the coming chapters, there are many similarities between the two
methodologies. A quantitative dissertation in many respects involves the steps
outlined previously. In fact, some graduate students combine quantitative and
qualitative methods (i.e., they use “mixed methods”) for their research. For
example, John Linn writes,

As T was going through graduate school, there was an ongoing debate
over the centrality of one form of social science research over another.
Specifically, some very difficult and contentious debates revolved around
the “proper place” for qualitative research in the social sciences as opposed
to quantitative. My master’s degree was directed by an individual who was
working at the margins of both qualitative and quantitative methodologies.
The underlying idea was to take qualitative data and quantify it. I was
enthralled by the concept and accepted the orientation readily. As I moved
to my doctoral institution, the old debates were still lingering and it was
easy to identify those oriented to qualitative research as opposed to quanti-
tative. In fact, there were no classes offered that were positioned to an in-
depth study of qualitative research. Moreover, a form of implicit pressure
was brought to bear on doing quantitative research—“clean and easy” was
the catch phrase. Nonetheless, for my dissertation I chose to follow a mixed-
methods approach. My decision was based on the realization that while
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quantitative methods provide very interesting data about how much or
how many questions, they missed some of the “story.” The analogy I used
was that of people in poverty. A determination can be made as to how
many, where, when, and the like, but what was missing, from my per-
spective, was a very simple and compelling question—what is it like to be
in poverty? So, when it came to my topic, employee loyalty, it was not
simply a matter of determining who might have been loyal or not, but
also what underlying interpersonal dynamics were at play, how did they
factor into loyalty, and what conditions had to be met for loyalty to
exist.

As John’s story shows, it might be wiser to think of quantitative and quali-
tative methodologies as complementary parts of the systematic, empirical search
for knowledge.
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CONCLUDING REMARKS

Admittedly, there is considerable overlap between the themes discussed in this
chapter. For example, as we noted, data collection, analysis, and writing are
virtually inseparable in qualitative research. Thus these categories are not
intended to be treated as mutually exclusive, but their main purpose is to show
you the diversity of research experiences. If, in selecting your topic, you are
pushed and pulled by different forces, you are not unique. Doing qualitative
research is in many respects no different than doing everyday life—it is com-
plex and sometimes downright chaotic. The point of this book and other
advice and mentorship you receive is to help you manage this chaos and direct
it into a coherent-research project.

Obviously, there are many different stories that research students can tell
about their experience and we do not pretend that what you have read was typ-
ical or representative. Nonetheless, there are several clear messages in these sto-

- ries that are worth listening to. .

We set these out following this paragraph as a 16-point guide. Obviously,
like any recipe, you will, of course, need to apply it to your own circumstances.
Nevertheless, the following points apply to all levels of student research, from
BA and MA dissertations to the PhD.

1. Begin in familiar territory: If you can, work with data that is close at
hand and readily accessible. For instance, if you have data from another study
that you can (re)analyze, grab the opportunity. There are no brownie points to
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be obtained for gathering your data in difficult circumstances. Make it easy on
yourself atthis stage so that you can concentrate your energies on the infinitely
more important task of data analysis. :

2. Find a settled theoretical orientation: As we stress throughout this
book, research is never just about techniques. Find a theoretical approach that
makes sense to you and could provide a basis for inference and data analysis.

3. Narrow down your topic: Strive to find a topic that is appropriate
to your theory and data and is workable (this issue is discussed at length in
Chapter 6).

4. Don’t try to reinvent the wheel: In Chapter 5, we discuss what original-
ity might mean in research. For the moment, we recommend that you look at
previous successful dissertations in your university library or departmental files
and, where possible, focus on work directed by your supervisor.

5. Keep writing: Commit your ideas to paper. Don’t worry how short or
rough your papers are. Indeed, in some way, it makes more sense, initially at
least, to submit 500-word pieces so that you can be guided in the right direc-
tion before you have expended too much time and effort.

6. Begin data analysis early: Don’t be deflected away from early data
analysis by literature reviews and the exigencies of data gathering. If you
haven’t got any data yourself at an early stage, try analyzing someone else’s
data—published data, your supervisor’s data, and so forth (see Chapter 11).

7. Think critically about data: When you start to identify a pattern in your
data, don’t rush to conclusions. See how robust this pattern is by working com-
paratively with different parts of your data.

8. Use your dissertation chair: The chair can help you test out your ideas
and give you confidence.

9. Use other resources and opportunities: Graduate students should take
every opportunity to attend relevant conferences and, better still, to give con-
ference papers and take appropriate training courses. Find out if there are
study groups of research students working on similar topics. If not, try to
establish such a group.

10. Do not expect a steady learning curve: Be prepared for the sequence of
highs and lows that will inevitably happen. Treat setbacks as opportunities.

11. Keep a research diary: Keep a file of your current ideas, hopes, and
worries. This file is an invaluable resource, which, as suggested in Chapter 22,
can be used, in edited form, in your methodology chapter.
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12.1 Earmark blocks of working time: If you are researching part-time, it is
crucial to find blocks of time in which you can focus solely on your research.
Use this time for intensive data analysis and writing.

13. Do not reproach yourself: If you experience a setback, it may be best to
take some time out to relax before you return to your research.

14. Treat field relations as data: How others treat you in the field is never
just a technical matter. Reflect upon how your interaction with your subjects
is shaping your data.

15. Understand that there is no “perfect” model of research design:
Practical contingencies (e.g., access or the lack of it, the time you have avail-
able) are always going to affect any piece of research. Don’t be afraid of work-
ing with what data you happen to have. Your chair and other committee
members will not be comparing your research with some perfect model, but
they will expect you to have thought through the limitations of your data and
your analysis (see Chapter 5).

16. Realize that it is never too early to think about job prospects: As we
note in Chapter 29, your job prospects will be decided by your research inter-
ests, publications, and your training (who mentored you in graduate school).
As you consider your dissertation topic and choice of methods, also give some
thought to how your choices will limit or expand your employability.
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1. Items 12 and 13 were suggested by Vicki Taylor after reading an earlier draft of this
chapter.
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KEY POINTS

1. It helps to begin your research in familiar territory.

. Find a settled theoretical orientation that works for you.

3. Once you get a feel for your field, narrow down your topic as soon as

0 N N

you can.

. Don’t try to reinvent the wheel—find what has worked for others and

follow it.

. Keep writing.
. Begin data analysis immediately.
. Think critically about your data—don’t rush to conclusions.

. Test out your ideas with your supervisor—don’t worry if, in the early

stages, you are often wide of the mark.

The Research Experience 61

9. Use other resources and opportunities inside and outside your own
department.

10. Do not expect a steady learning curve—no research study is without
some disasters.

11. Keep a research diary.

12. Earmark blocks of working time to complete different activities.
13. Do not reproach yourself about setbacks.

14. Treat your relations within the field as data.

15. Understand that there is no perfect model of research design.

FURTHER READING

The best place to look for similar research histories is in the writings of
students at your own university. BA students should seek to obtain past suc-
cessful undergraduate senior theses from their department. Graduate students
should study MA theses and PhD dissertations in the library, focusing partic-
ularly on the work of people having your supervisor. If the methodology
chapters do not include an autobiographical account, try to contact the
authors and discuss what lessons they draw from their experience.

Keep a research diary in which you record

e changes in your ideas about topic, data, theory, and method;
o new ideas from the literature or from lectures and talk;
o meetings with your supervisor and their consequences; and

o life events and their consequences for your work.
At regular intervals (every 3 weeks, for example), reread your research diary and assess

o what you have achieved in that period,
e what would be required for you to do better in future, and

e your achievement targets for the next equivalent period.
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Keep a diary of your changing research interests. Think through what factors are influenc-
ing the direction that your research is taking. For instance, how much have you had a free
choice in your topic? Have you taken advantage of any chance factors (e.g., research
access, publications) that may have arisen? How important is it for you to complete your
PhD dissertation or research project speedily? If so, have you chosen an appropriate topic?,

You will find that such a research diary will not only help you reflect more on the direc-
tion your research is taking but will produce material that will prove invaluable when you
write your methodoloéy section (or chapter) for your research.

Visit the Web site for the US. Department of Health and Human Services at hitp://
www.hhs.gov/ohrp/irb/irb_guidebookhtm and browse through the IRB Guidebook.
What sections of this guidebook apply to qualitative researchers? What are their recom-
mendations for the protection of subjects in qualitative studies? Are these guidelines dif-
ferent than the ones suggested for quantitative or survey researchers?

Visit your university's IRB Web site (this is typically under something like “The Office of
Research Protections”) and review their IRB procedures. If your university does not have an
IRB office, simply search the words IRB guidelines on the Internet and review other univer-
sities' guidelines. Do you note any special guidelines or exemptions for qualitative research?

CHAPTER 4

- The Research Experience 11

INTRODUCTION

In this part of the book, we have been attempting to set out the context in
which qualitative research dissertations are written. We began with a brief
overview of qualitative research. Then, in Chapter 3, we considered the lessons
that could be drawn from three completed research dissertations.

Yet, for many readers of this book, their own completed graduate or under-
graduate dissertation is a distant, desired object. So, in this chapter, we draw
& upon the accounts of research students at an early stage of their research.
r Through these accounts, we examine the analytical, methodological, and prac-
tical problems that confront the beginning researcher.
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In some senses, the beginning researcher has far less to prove than estab-
lished scholars. If you imagine a sliding scale of levels of achievement, then
journal articles, as the stock in trade of established scholars, are (or should be)
at the pinnacle of scholarly accomplishment. Somewhat surprisingly, books
are 2 little further down the scale because they do not depend on the same
degree of independent review. Further down the scale are completed research
dissertations, which, we suggest, are properly viewed as displays of successful
apprenticeship.

However, this sense of a sliding scale in research is intended simply to mark
a stage of a research career—it is not a moral category. Although it is many
years since we were at that stage, we do not look down upon the work of first-
year research students. Indeed, frankly, we sometimes come across more excit-
ing ideas in a first-year graduate seminar than in many journal articles!

What follows is by no means a representative survey of qualitative research
at its early stages. Instead, the following material has been drawn from research
students in my own department and in various social science and humanities
departments of Finnish universities.!

Although the range of research covered in this chapter is limited, we hope
you will eventually agree that it is not narrow. In other words, we hope and
expect that readers will find at least some echo of their own ideas and interests
represented in the following pages.

In collating these presentations for this chapter, we had to decide on an orga-
nizing principle. In particular, we had to choose whether to organize the mate-
rial by topic, theory, or methodology. We reasoned that grouping by topic
would be lively but might appear to exclude readers working on different top-
ics. By contrast, a theory grouping might be too abstract and, perhaps, confus-
ing for an audience coming from a disparate range of disciplines. By taking a
methodological perspective, we hope to be more inclusive by encompassing
many of the methods used (and contemplated) by qualitative researchers.

The discussion in this chapter is thus organized by method, with sections on
interview studies, ethnographies, textual analysis, work with video- and audio-
tapes, and multiple methods. However, such a focus on method is not narrowly
technical. As we make clear, methods only acquire meaning and vitality by their
embeddedness in particular theoretical perspectives.

As in Chapter 3, we will proceed case by case, offering some comments with
each example and then summarizing the points that emerge from each method-
ology. The chapter concludes with some suggestions about managing the early
stages of research.

After each of the following topics, we have noted the social science discipline
in which the student is working as well as the student’s name.
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INTERVIEWS

Living and Coping in a Community of Elderly People
Information Studies/Sociology: Tippi

Tippi writes about her joint research, “We wanted to ask how the inhabirants
feel about living in the community where they have lived for many years.” Her
study is based on thematic interviews with a random sample of eight elderly people
from the community. As she puts it, the aim of this study “is to [clarify] . .. the
basic meaning of living [in this community].”

This is how she describes her interviews: “The elderly people were asked
about their daily schedules; their attitudes to relatives, services, neighborhood
and environment; their interests and their opinions about society today com-
pared with their earlier life-experiences.”

Preliminary findings suggest two things. First, members of the community told
the same kinds of life stories. Second, such people described themselves as more
independent than she had thought. They described “coping” by attempting to
keep control of four types of issues: financial, social, health-related, and security.

An analytic issue potentially arises in such studies where interviews are used
to elicit respondents’ perceptions. How far is it appropriate to think that people
attach a single meaning to their experiences? In this case, may not there be mul-
tiple meanings of living in the community, represented by what people say to
the researcher, to each other, to carers, and so on {Gubrium, 1997)?

This raises the important methodological issue about whether interview
responses are to be treated as giving direct access to “experience” or as actively
constructed narratives (Holstein & Gubrium, 1995). Both positions are entirely
legitimate but the position taken will need to be justified and explained.

Students’ Views of Evaluation and Feedback

Behavioral Sciences: Laura

Laura is examining students’ responses to the assessment of their Distance
Education essays. Her research question is, “Does it deliver the feedback that is
needed and when it is needed?” Her data is derived from thematic interviews with
11 students chosen from four different localities. Her preliminary findings suggest
that students want more detailed, critical feedback on their essays so that they can
know what the gaps are in their knowledge and what they can do about them.
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Laura describes the theoretical basis of her research as a hermenentic method
based on how researcher and subjects interpret the world and attempt to merge
their horizons of meaning. This is ambitious and its value will need to be
demonstrated in the data analysis. Indeed, it might be simpler to settle on pre-
senting her research as a descriptive study based on a clear social problem.
Either way, the issues about the status of interview data, also raised in Tippi’s
project, will need to be engaged.

Football and Masculinity

Sociology: Steven

Steven’s approach is based on theories of masculinity within the general area
of gender studies. More specifically, his work is concerned with football sup-
porters and masculinity. He is particularly interested in understanding the expe-
rience of football supporters as opposed to the way in which their behavior is
represented (for instance, in the media).

Care needs to be taken in how such appeals to “experience” are described.
This is one way of slicing the cake and other approaches (e.g., studies of media
representations of sport), using other forms of data, are not directly competitive.

The data he is using derives from interviews with football supporters. As
Steven acknowledges, he still needs to sort out tricky methodological issues
relating to his sampling procedure, his involvement with his interviewees, and
how he analyzes his data. A possible resource is Cornwell’s study of health, gen-
der, and poverty, Hard Earned Lives (1981), an interview study that shares some
of his ambitions.

It is always sensible, in this situation, to familiarize yourself more deeply with
the methodological literature on analyzing interview data. Even if you choose
to take a position opposed to such texts, you will need to be able to justify it.
Without doing this, you are in danger of trying to reinvent the wheel.

Text Processing in Foreign-Language Classrooms

English: Pia

In Finland, foreign languages are primarily taught through textbooks. Yet
textbook-based learning is often defined as monotonous or boring by students.
Pia’s topic is whether there are different ways of talking about foreign-language
teaching and is there a conflict between them? Her broader concern is with what
hinders change in classroom practices.
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Her data consists of 12 interviews (half with teachers and half with
students). She also has five “think aloud” sessions in which students were
asked to do an exercise from a text and think aloud at the same time. This is
an interesting idea because it attempts to relate what people say to a particu-
lar task they are doing—although it has to cope with the likelihood that
people’s practical skills are far more complicated than they could tell you in
so many words (Garfinkel, 1967).

Pia describes her analytical approach as discourse analysis (DA). This implies
that she is more interested in identifying different ways of talking about foreign-
language reading than in addressing the actual experiences of learning a foreign
language through a textbook. Given that the latter can be seen as a social prob-
lem, there may be a mismatch between DA, which assumes that issues of social
definition are paramount, and a direct address of social problems. This might
suggest either dropping DA or reconceptualizing the problem.

If we are interested in what happens in the classroom, there is a further issue
about the appropriateness of interview data. Shouldn’t we observe what people
do there instead of asking them what they think about it? Is how we talk about
schooling directly related to what happens in schooling?

The Family Grief and Recovery Process as Narratives
Psychiatry: Katarin

Katarin is analyzing interviews with couples after the loss of their baby. She
is interested in how family members construct stories about their grief and
recovery processes after such a loss. She has identified three discourses at work
here:

o A religious discourse (“everything is clear... I think my faith is
strengthened”)

e A medical discourse (“our baby did not have a chance to live, this is
better, the lungs were undeveloped”)

o A protest discourse (“who can decide who is allowed to live and who
isn’t?”)

Katarin calls her work narrative analysis. By treating her respondents’
accounts as skillfully structured stories, she gets a lively, theoretically informed
grip on her data.

Only two cautions are appropriate here. First, the mere identification of
different discourses in respondents’ talk can lead to a simple, reductive list. At
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some stage, it is analytically productive to move beyond such a list in order to
attempt to map the skillful way in which such discourses are laminated on one
another (see Silverman, 2001, pp. 198-202).

Second, the assembly of narratives in interviews (or conversations) is always
a two-way process. Therefore, we must treat the interviewer’s questions not as
(possibly distorted) gateways to the authentic account but as part of the process

through which a narrative is collectively assembled (see Holstein & Gubrium,
1995).

!

Narratives by Berea,ved Relatives

Sociology: Moira

We first came across Moira’s research in Chapter 3. Here we describe her
early thoughts on her project in a presentation at a graduate workshop. Using
interview data drawn from an earlier study, Moira, like Katarin, is concerned
with how bereaved relatives organize their initial stories of their bereavement.
Moira’s approach is drawn from ethnomethodology’s concern with how people
demonstrate the rationality and moral accountability of their talk. In their sto-
ries, people show that they hear (and preemptively manage) possible charges
against them. By doing this, the analysis can fully show how people are not
“judgmental dopes” but rather display a lively concern for the maintenance and
repair of the moral order.

Her method derives from Sacks’s membership categorization analysis, using
Baruch’s work on the “moral tales” of mothers of handicapped children as an
example. As we saw in the previous chapter, basing your work on an earlier
study deriving from a clear-cut theoretical approach can be a shortcut to a suc-
cessful research dissertation (see also Chapter 6).

In her presentation, Moira showed how she had started to analyze five data
extracts using this method. At a later point, in line with her theoretical approach,
the analysis can be deepened by working more intensively with small pieces of
data to delineate precisely how particular descriptions serve to support particu-
lar activities like “doing a complaint,” “excusing oneself,” and so on. In this way,
like Katarin, she can avoid the temptation simply to list different categories.

Interviews: Summary

Common themes have emerged from our six interview studies, which we
summarize below. For the sake of simplicity, we present this summary in the
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form of a list of questions that you need to think about if you are planning to
do an interview study.

It should be apparent that here, as elsewhere, we are concerned with data
analysis rather than the mechanics of data gathering. We strongly believe that
to provide recipes for data gathering is to risk either gross oversimplification or
utter triteness. Moreover, in qualitative research, what happens in the field as
you attempt to gather your data is itself a source of data rather than just a tech-
nical problem in need of a solution {see Chapter 17).

What status do you attach to your data?

Many interview studies are used to elicit respondents’ perceptions. How far
is it appropriate to think that people attach a single meaning to their experi-
ences? May there not be multiple meanings of a situation (e.g., living in
a community home) or of an activity (e.g., being a male football fan) repre-
sented by what people say to the researcher, to each other, to carers, and so
on (Gubrium, 1997)?

This raises the important methodological issue about whether interview
responses are to be treated as giving direct access to “experience” or as actively
constructed narratives involving activities which themselves demand analysis
(Holstein & Gubrium, 1995; Silverman, 2001). Both positions are entirely legit-
imate, but the position you take will need to be justified and explained.

Is your analytic position appropriate to your practical concerns?

Some ambitious analytic positions (e.g., hermeneutics, DA) may actually
cloud the issue if your aim is simply to respond to a given social problem (e.g.,
living and coping in a community of elderly people, students’ views of evalua-
tion and feedback). If so, it might be simpler to acknowledge that there are more
complex ways of addressing your data but to settle on presenting your research
as a descriptive study based on a clear social problem.

Does interview data really help in addressing yoﬁr topic?

If you are interested in, say, what happens in school classrooms, should you
be using interviews as your major source of data? Think about exactly why you
have settled on an interview study. Certainly, it can be relatively quick to gather
interview data but not as quick as, say, perusing texts and documents. How far
are you being influenced by the prominence of interviews in the media (see
Atkinson & Silverman, 1997)?
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In the case of the classroom, couldn’t you observe what people do there
instead of asking them what they think about it? Or gather documents that rou-
tinely arise in schools (e.g., pupils’ reports, mission statements, etc.)?

Of course, you may still want to do an interview study. But whatever your
method, you will need to justify it and show you have thought through the prac-
tical and analytical issues involved in your choice.

Are you making too large claims about your research?

It always helps to make limited claims about your own research.
Grandiose claims about originality, scope, or applicability to social prob-
lems are all hostages to fortune. Be careful in how you specify the claims of
your approach. Show that you understand that it constitutes one way of
slicing the cake and that other approaches, using other forms of data, may
not be directly competitive.

Proper Analysis Goes Beyond a List

Identifying the main elements in your data according to some theoretical
scheme should only be the first stage of your data analysis. By examining
how these elements are linked together, you can bring out the active work
of both interviewer and interviewee and, like them, say something lively and
original.

We now turn to ethnographic studies that involve some element of observa-
tion. As we shall see, these kinds of studies also raise complex methodological
and analytic issues.

ETHNOGRAPHIES

Ethnographies are based on observational work in particular settings. The ini-
tial thrust in favor of ethnography was anthropological. Anthropologists argue
that, if one is really to understand a group of people, one must engage in an
extended period of observation. Anthropological fieldwork routinely involves
immersion in a culture over a period of years, based on learning the language
and participating in social events with them.

By contrast, nonanthropologists are more likely to study particular milieux
or subcultures in their own society. We will see examples of this latter approach
in the studies discussed next where activities in classrooms, in hospitals, and on
the Internet become objects of research observation.
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The Analysis of Communicative Functions
of Peer Interaction During Small-Group Learning

Education: Caroline

Working in small groups has become a common feature of modern education.
The exact nature of such learning presents a clear and apparently underresearched
topic tied to a recognizable social problem. As Caroline remarks, “The ways in
which knowledge is constructed in children’s verbal interactions during small-
group-work learning without direct teacher control has not yet been fully researched.”

Caroline has gathered data from children ages 10 to 12 in small classroom
groups working on mathematics, science, and language. Her focus is on “the
sociocognitive and interpersonal dynamics of peer interaction” using categories
“based on the communicative functions identified in the interactions.”

This is a theoretically defined topic, which nonetheless might have a clear
practical input. It uses a clearly defined method derived from certain forms of
DA. However, Caroline’s study also raises a more general issue about how a
researcher goes about identifying features in the data.

Caroline’s use of the passive voice in her reference to “the communicative
functions identified in the interactions” draws attention to a neglected issue in
social research: that is, how does the analyst go about “identifying features” in
the data? One common answer is to claim to follow proper procedural rules.
For instance, coders of data are usually trained in procedures with the aim of
ensuring a uniform approach.

This is a tried and trusted method designed to improve the reliability of a
research method. However, it is sensible to be conscious that coding is not the
preserve of research scientists. In some sense, these students, like all of us, “code”
what they hear and see in the world around them. Moreover, this coding has
been shown to be.mutual and interactive (Sacks, 1992; Silverman, 1998).

Of course, as we said earlier, the research “cake” can be legitimately sliced
in many ways. So we are ot suggesting that the vast mass of researchers who
treat coding as purely an analyst’s problem abandon their work. Instead, our
minimalist suggestion is that they mention and respond to this well-established
critique (for an example, see Clavarino, Najman, & Silverman, 1995).

Analyzing How Radiologists Work

Information Processing Science: Julia

Radiology, like many health professions, has recently experienced a sea
change of technologies, with the conventional X-ray image being complemented
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by computer-based, digitized images. As Julia points out, any new technology
creates new constraints as well as new possibilities. Her focus is on such tech-
nologically mediated interaction in workplace settings.

Using videotapes, observation, and interviews, Julia has gathered data about
radiological image interpretation conferences. By examining actual workplace
interaction, she hopes to contribute to the growing body of knowledge about
human-computer interaction and to inform future technological design (see Heath,
2004; Suchman, 1987).

We hope you will agree with us that this is an exciting combination of a the-
oretically defined approach with clear practical relevance. However, Julia writes
that she is concerned about what is missing from both her interviews and
videos. As she puts it:

Thus far in my research it has become clear that there are aspects of work
which I can’t “reach” through interviews (people can’t readily articulate
aspects that are so familiar to them as to be unremarkable) or through
observation and interactional analysis of video recordings (those aspects
of work that are not evident in what people can actually be seen to do).

In a sophisticated way, Julia raises a problem that often troubles research
students: the necessarily “partial” character of any data source. We believe this
problem is potentially huge yet, in a practical sense, easily resolved. One simply
avoids trying to find the “whole picture.” Instead, one analyzes different kinds
of data separately, aware that all the data is partial.

So make do with what you have and understand that there are multiple phe-
nomena available in any research setting. If you must go beyond any particular
data set, save that until you have completed smaller-scale analyses. Worrying
about the whole picture at the outset is, in our view, a recipe for stalling your
research (see Silverman & Gubrium, 1994).

Newsgroups on the Internet

Sociology: Danny

Danny’s topic is the Internet. He is concerned with how people assemble
themselves as a community via the Internet, without recourse to speech inflec-
tions or body language. Broader issues relate to how the Internet is regulated,
how it developed, and what is exchanged on it. He proposes to focus on news-
groups on the Internet because their messages are publicly available and offer
an interesting way to look at how a “community” is assembled and develops.
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Danny’s approach derives from his interest in the Internet as a possible new
locus of power and, to this end, he plans to draw upon the German critical the?-
rist Jurgen Habermas’s conception of distorted communication. In this way, he will
compare how people actually communicate with Habermas’s normative theory..

Danny’s study shows the implications of making theoretical choices. Using
Habermas’s concept of “distorted communication” will give a particular thrust
to his study very different from other kinds of theory.

Even if you decide to eschew such grand theories, that itself is a theoretical
choice! In this sense, there is no escape (nor should there be) from theory. At the
same time, however, there is nothing wrong with a descriptive study providing
that the researcher is conscious about the choice that is being made.

Ethnographies: Summary

Once more, we have been concerned with how you analyze your data. We
deal next with three issues that have arisen in the foregoing material.

What is involved in coding data?

As we have seen, coders of data are usually trained in procedures with the aim
of ensuring a uniform approach. Later in this book, we examine how computer-
aided qualitative data analysis can help in such coding (see Chapter 13).

However, as we pointed out, it is sensible to be conscious that coding is not
the preserve of research scientists. All of us “code” what we hear and see in the
world around us.

One response is to make this everyday coding (or interpretive practice) the
object of inquiry. Alternatively, we can proceed in a more conventional manner
but mention and respond to this well-established critique.

Is my data “partial”?

Of course it is. But this is not a problem—unless you make the impossible claim
to give “the whole picture.” So celebrate the partiality of your data and delight in
the particular phenomena that it allows you to inspect (hopefully in detail).

Is my theory appropriate?

Your theory must be appropriate to the research questions in which you are
interested. Indeed, rather than being a constraint, a theory should generate a
series of directions for your research.
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To introduce a separate section on texts can look a little artificial. ‘After all,
aren’t people on the Internet constructing texts? Again, if we treat an interview
as a narrative, this can mean looking for the same textual features as researchers
working with printed material. Indeed, the mere act of transcription of an
interview turns it into a written text.

In this section, we use text as a heuristic device to identify data consisting of
words and images that have become recorded without the intervention of a
researcher (e.g., through an interview). In the next section, we examine five
studies of texts. .

Analyzing Classroom Religious Textbooks

Teacher Education: Pertti

Since 1985, Finnish schools have had a religious instruction syllabus mainly
based on three textbooks deriving from the Finnish Lutheran Church. Pertti’s
approach treats such textbooks as a form of literary genre (see Silverman,
2001, pp. 198-200), which filters certain values into the school. He is exam-
ining such features as tables of contents in order to ask “how is otherness con-
structed in these texts through particular methods of classification?” His analysis
derives from Michel Foucault’s (1977, 1979) discussion of the construction of
subjects and disciplines.

This study benefits from a manageable body of data—three textbooks are
more than enough to carry out the analysis Pertti proposes. The analysis derives
from a clearly defined theoretical approach, although it may be uneconomical
to work with both Foucauldian ideas and writers on literary genre. In particu-
lar, from a Foucauldian position, one would want to study education in its own
right, not in terms of ideas developed to study literature.

The Form of Japanese Modernity

Sociology: Yoji

Yoji is interested in how far Japanese modernity depends on concepts and
practices deriving from the West (e.g., the assumption that history involves
progress) and how far it is a feature of Western colonialization. His data will be
drawn from representations of urban space in Tokyo. Although a major focus
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will be on the family, Yoji is also interested in other institutions, including pris-
ons, the police, the hospital, the school, and the factory.

Yoji’s approach derives from Foucault’s (1977) account of the micropolitics
of space. From this perspective, he is concerned with how space is racialized,
colonized, and gendered. It also leads to a concern with how space constructs
“modern” subjects (e.g., “us” and “them”) and the “inside” and “outside” (for
instance, the inner city, the ghetto, etc.).

Like Pertti, Yoji is working with a clear analytic approach. However, he
might learn from Pertti’s limited database by focusing on one archive or body
of data. He is currently working with historical data from around the Meiji
Restoration, and it may be fruitful just to focus on one such period and/or to
limit the material to visual images or certain texts.

The Medicalization of the Middle-Aged
Female Body in the Twentieth Century

Sociology: Greta

Greta is interested in the way in which middle-aged women have become a
topic for medicine and the “psy” sciences. Like Pertti and Yoji, Greta bases her
analysis on a Foucauldian discourse analytic approach, concerned with the con-
struction of subjects within various forms of power/knowledge. Using this
approach, she is able to chart how the medical gaze has moved from a biomedical
model to medico-psy models and, most recently, a medico-psychosocial model.

Her data derives from the British Medical Journal, medical textbooks, and a
history of menopause clinics in the 1970s. Simple key word analysis has proved
fruitful in the early stages of her research, illustrating for instance how the clin-
ical type of “the chronic pelvic woman” emerged into discourse.

As Greta’s research develops, like Katarin and Moira’s interview studies (dis-
cussed previously), she will want to map how different discourses are laminated
on each other. She will also have to decide whether to look for yet more sources
of data (e.g., articles and letters on advice pages in women’s magazines) or to
narrow down the amount of data she has already collected.

The Representation of “Crime” in Local Newspapers

Sociology: Kay

Analysis of newspapers in the UK has usually focused on the mass circu-
lation press and has used theoretical models deriving from either Marxism
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or literary studies. Kay’s work is distinctive in that it uses data drawn from
small, local newspapers and draws on the small corpus of newspaper stud-
ies using Sacks’s membership categorization analysis (see Silverman, 1998,
chaps. S and 7). The research incorporates a nice comparative perspective,
as the two newspapers Kay is studying derive from different geographi-
cal locations: suburban London and a Northern Treland city. The value of
this comparison can be explored by examining the local categories that
the newspapers use in their descriptions of crime (e.g., national and local
boundaries). |

Like Pertti, Kay has a manageable body of data. By limiting her data simply
to two newspapers’ héadlines on crime stories, she is in a good position to say
«4 lot about a little.” Like Greta, her clear analytic approach will pay off when
used as more than a simple listing device in order to reveal the precise sets of
relationships locally constructed in her data.

“Enterprise Discourse” in Higher Education

Sociology: Neil

Neil’s research is concerned with strategic development documents from a
higher education college arising from recent changes in the tertiary sector. He is
focusing on what he calls “enterprise discourse” and how it constitutes the pro-
fessional’s conception of identity.

Like Kay, Neil’s original approach derives from ethnomethodology and was
based on Sacks’s membership categorization analysis. However, Neil acknowl-
edges the attraction of the Foucauldian approach and aims to recast his con-
cerns in terms of Foucault’s conception of the “architecture of the text.”

Neil’s problem is that Foucault provides no clear methodology (but see
Kendall & Wickham, 1998). He is attempting to find a usable method from the
“critical linguistics” of Norman Fairclough and from semiotics’ concern with
syntagmatic and paradigmatic relations (see Silverman, 2001, pp. 198-200).
Using these approaches, the aim is to analyze whole texts rather than a few
extracts. The value of these approaches will be clearer when Neil presents an
extensive piece of data analysis.

However, we feel there is less to worry about in relation to Neil’s concerns
that working on a single case might mean that he has too little data. As
Mitchell (1983) shows, the validity of qualitative analysis depends more on
the quality of the analysis than on the size of the sample. Moreover, the com-
parative method can be used on a single case by isolating and comparing dif-
ferent elements.
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Texts: Summary

Limit Your Data

Like many other qualitative approaches, textual analysis depends on very
detailed data analysis. To make such analysis effective, it is imperative to have
a limited body of data with which to work. So, although it may be useful ini-
tially to explore different kinds of data (e.g., newspaper reports, scientific text-
books, magazine advice pages), this should usually only be done to establish the
data set with which you can most effectively work. Having chosen your data
set, you should limit your material further by only taking a few texts or parts of
texts (e.g., headlines).

Have a Clear Analytic Approach

All the textual studies discussed in the foregoing have recognized the value
of working with a clearly defined approach. Even Neil, who was unsure which
approach to use, was convinced that such a choice is crucial. Having chosen
your approach (e.g., Foucauldian DA, Saussurian semiotics, Sacks’s analysis of
membership categorizations), treat it as a toolbox providing a set of concepts
and methods to select your data and to illuminate your analysis.

Recognize That Proper Analysis Goes Beyond a List

‘We make no apology for repeating a point that we made previously in our
discussion of interview studies. It seems to us that the distinctive contribution
qualitative research can make is by utilizing its theoretical resources in the deep
analysis of small bodies of publicly shareable data. This means that, unlike
much quantitative research, we are not satisfied with a simple coding of data.
Instead, we have to show how the (theoretically defined) elements identified are
assembled or mutually laminated.
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AUDIOTAPES

The three types of qualitative data discussed so far all end up in the form of
some kind of text. For instance, in interviews, researchers usually work with
written transcripts, and in ethnographies, one often records and analyzes writ-
ten field notes.

In the same way, audiotapes of naturally occurring interaction are usually
transcribed prior to (and as part of) the analysis. The two main social science
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traditions that inform the analysis of transcripts of tapes are conversation analy-
sis (CA) and discourse analysis (DA). For an introduction to CA, see ten Have
(1998); for DA, see Potter and Wetherell (1987) and Potter (2004). Both of the
following examples involve the use of CA (a further example is found in Simon’s
research, discussed in Chapter 2).

Team Meetings at a Hospice

Sociology: Anth'fony

While studying for his MA, Anthony started to do voluntary work at a hos-
pice in a London suburb. Staff at the hospice were later happy to grant him
access to tape-record some of their work. He chose team meetings for two rea-
sons. First, focusing on such data meant that he did not need to trouble patients.
Second, teamn meetings in which patients were discussed were scheduled events,
so Anthony did not have to waste time waiting for relevant data to appear.
Moreover, another researcher had already tape-recorded some team meetings at
the hospice and was happy to lend him her good-quality tapes.

Anthony had used conversation analytic methods for his MA dissertation
and applied the Jeffersonian CA transcription method to his new data (see the
Appendix to this book). He then inspected his transcripts informed by CA’s
focus on the sequential organization of talk. After an initial series of discrete
observations, he selected a number of sequences in which disagreements
emerged and were resolved by team members. The management of agreements
and disagreements has been extensively analyzed within CA through the
concept of preference organization (Heritage, 1984, pp. 265-269). However,
Anthony now realizes that his data allowed a new twist to be given to such
analyses by looking at how third parties manage disagreements by others. This
looks likely to be both analytically interesting and practically relevant to med-
ical staff concerned with effective decision making.

Asymmetry in Interactions Between
Native and Non-Native Speakers of English

English: Marla

Marla is working with taped, naturally occurring conversations in English
between native speakers of English and Finnish (both informal conversations
and professional/client encounters). As she notes, “Research in pragmatics
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and sociolinguistics has shown that various forms of communicative trouble
may arise where the linguistic and sociocultural resources of the participants
are not shared.”

However, she is taking a different approach. Rather than treat asymmetries
as a “trouble,” her initial idea is to examine how the participants “use emerg-
ing asymmetries as a resource through which they can renegotiate the current
context of discourse and their interpersonal relationship.”

Like much good research, this is based on a nicely counterintuitive idea that
derives from a clear theoretical perspective (CA suggests that participants can
treat apparent troubles as local resources). As in Anthony’s case, Marla’s data,
method, and analytical approach are elegantly intertwined.

Audiotapes: Summary

Choose 2 Single Concept or Problem

Choosing a clear analytic approach is a help but is not everything. The dan-
ger is that you seek to apply too many findings or concepts deriving from that
approach. This can make your analysis both confused and thin or a naive list-
ing of observations consonant with each of these concepts. By narrowing down
to a single issue (e.g., preference organization or troubles as a local resource),
you may begin to make novel observations.

Give a Problem a New Twist

As the data analysis proceeds, you should aim to give your chosen concept
or issue a new twist. In the foregoing studies, we have seen this done by pursu-
ing a counterintuitive idea and by noting an additional feature little addressed
in the literature.

Make Data Collection as Easy as Possible

There are no “brownie points” given by most disciplines for having gathered
your own data—perhaps with the exception of anthropology’s expectation that
most researchers will have spent their statutory year with their “tribe.” Indeed,
by choosing difficult situations to gather data (difficult either because nothing
relevant may happen or even because background noise may mean you have a
poor-quality tape), you may condemn yourself to having less time to engage in
the much more important activity of data analysis.
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Marla and Anthony found practical ways of efficiently gathering data. Both
chose to study scheduled encounters, and Anthony was able to supplement his
own data with tapes collected by somebody else. As we pointed out in the pre-
vious chapter, secondary analysis of other people’s data is to be commended
rather than condemned.

VIDEOTAPES

When people irteract face to face, they do not use merely verbal cues.
Researchers who work with videos have access to many of these cues.
However, as we shall see, complicated data can often mean complicated
analysis! '

Talk, Text, and Visual Communication in
Desktop Videoconferencing Environments

English: Erkki

Erkki is studying a 1-month teaching experiment in which a university course
was given on the Internet in two places in Finland and Sweden. Ideas and papers
were regularly exchanged and weekly presentations and feedback sessions were
held through videoconferencing (Internet seminars). Recordings of the video-
mediated sessions between the two centers were obtained and transcribed (see
Heath, 2004).

Erkki is combining CA with ideas from Goffman (1974) about “partici-
pation frameworks” adopted in particular settings. This setting is, of course,
pretty unusual in that participants’ sharing of time and space is technolog-
ically mediated. In some sessions, the camera positions were fixed. In
others, the camera zoomed in and out on the participants. This is allowing
Erkki to get a hold on how different use of videoconferencing technology
affects interaction.

Erkki’s work combines a manageable body of data and a clear theoretical
approach (participation frameworks) with a likely practical input for systems
design. As she recognizes, however, it is very complex to work with video data
because both transcription and analysis are more complex than is the case
with audio data. Fortunately, there is a growing body of CA-inspired work on
technologically mediated interaction, which Erkki can use as a model (see
Heath, 2004).
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The Early Interaction Between a
Mother and a Baby Aged Less Than 1

Finnish: Suzanne

This is a study of interaction between Suzanne and her baby, Sara, as well
Sara’s interaction with other family members while Suzanne was present based
on 9.5 hours of videos of 22 episodes up till Sara’s first birthday. Suzanne’s ini-
tial interest was at what age a baby begins to imitate other people. Consequently,
she is attempting to describe what (and how) she says to her baby at different
ages and what linguistic elements begin to emerge in the baby’s vocalizations.

Like Erkki, she is using transcription methods and analytic ideas from CA.
Based on this approach, she is treating mother-baby talk as interactional (e.g.,
how does the mother interpret the baby’s utterances and behavior in concrete
situations and how does she act in response to them)?

At the time of her presentation, Suzanne submitted a set of written questions,
which are set out below with David’s answers:

o Is one baby (my own) enough data? For qualitative work, one case study
is sufficient. Obviously, there are issues to be thought through where you
are yourself a principal actor. However, from a CA point of view, the
complexity of what all of us do is so great that we are unable to grasp it
or indeed to change it significantly at the time.

o Is one video camera enough, particularly as you don’t always see mother
and baby together? This is not a major objection. Once you recognize
that there can be no “perfect” recording of interaction, it is always a case
of making do with what you have.

o How far can you reconstruct all aspects of the interaction between a baby
and her family from 10 hours of videotape? Never attempt to reconstruct
everything about an interaction! Not only is this an impossible task but
it is likely to deflect you from establishing a clear focus on one manage-
able topic.

o Does an analysis of interactional situations give any hints as to how the
baby reciprocally interprets her mother’s actions? Who knows what baby
(and mother) are thinking? CA instructs us to look at what each party
does without speculating about what they are thinking.

o Should imitations associated with gestures and expressions be analyzed
separately from vocal imitations? No! Use your rich video data to exam-
ine the interweaving of talk, gesture, and expression.
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o Should more approaches be used (e.g., hermeneutics)? Don’t even think
about it! Once you have found an approach that suits you, stick with it.
Using multiple approaches is uneconomical and likely to delay comple-
tion of your research.

e How do we distinguish “imitation” from other activities such as “repeti-
tion”? Look at how baby’s utterances are treated by mother (e.g., praise).
But be prepared to change topic. “Imitation” may give you an early hold
on the topic but detailed description may lead in different directions.

The Construction of Ethnic Identity
Among Spanish Immigrants in London

Sociology: Viviana

Viviana’s work focuses on styles of cultural consumption in relation to inter-
generational differences within families of first- and second-generation immi-
grants. She has moved from an interview-based study to one based largely on
observation and videotaping of Spanish families watching television together.

Viviana’s research involves two overlapping areas—media studies and
nationality. It is important for her to think through whether her main focus is
on media reception or on national identity, using the media as a case study.
Again, although video data is potentially exciting material, it is notoriously dif-
ficult to analyze. Even though the analysis of interview data has all kinds of dif-
ficulties attached to it (see previous paragraphs), it may be more suited to her
focus on ethnic identity. With a video, you have to infer identities. Through
interviews, you can ask people to speak about their identity.

How the Female Experience
Is Presented and Problematized on Television

Sociology: Nora

Nora’s research is concerned with confessional television as represented by
Oprah Winfrey and other chat shows. She has a particular interest in how “psy-
chological health” is invoked in such programs.

She argues that most existing research focuses on audience participation in
terms of issues relating to democracy and resistance. As she points out, the
problem with such studies is that they simply posit general structures of power,
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class, and gender. Instead, Nora, following Foucault, wants to problematize
subjectivity. In particular, she is interested in the productivity of power in rela-
tion to what it means to be a woman, the kind of ethical agent who might
adopt this subject position, and the forms of knowledge that have helped to
construct it.

By its focus on media products from a Foucauldian perspective, her resea.rch
promises to break new ground. Her major difficulty is the lack of any detailed
direction for empirical work on media products within Foucault’s work. Given
this absence, David suggested that she speedily review methodologies deriving
from other traditions to see if there are any useful points to be derived. In par-
ticular, CA offers a detailed way of transcribing video material and is beginning
to address issues of validity and reliability in relation to single case studies (see
Perikyld, 2004).

Videotapes: Summary

All the points made in the preceding paragraphs about audio data apply here,
so we limit ourselves to a few additional observations arising from our four
video studies.

Beware of Complexity

Although video data is very attractive, it is very complex to work with
because both transcription and analysis are more difficult than is the case with
audio data. So think very carefully about whether you need video data for your
research. For instance, unlike CA, neither Foucault nor theories of identity pro-
vide a clear template for video analysis.

Keep It Simple

You are not making a feature film! One video camera is fine for most
purposes. When you have your data, maintain a clear focus. Never attempt to
reconstruct all aspects of the interaction from the videotape.

Stick With One Approach

By all means test out different ways of analyzing your data, but always set-
tle on one clear analytic approach. Draw on other approaches only for particu-
lar technical skills (e.g., in transcribing video data).
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MULTIPLE METHODS

Researchers are often tempted to use multiple methods. For instance, ethnog-
raphers often seek to combine observation with the interviewing of “key infor-
mants.” In the next section, we consider four examples of ethnographic work
involving methods additional to observation.

How Texts Are Reconstructed

Sociology: Anne

Anne’s research is concerned with how a text changes as it moves from a
book to television or radio. She is also concerned with the effects of mediation
on performance.

Her approach derives from an extensive literature on theories of mediation
dealing with literary products, film, sound/music, and art. This seems to forma
good basis for her research, although perhaps more work needs to be done on
distinguishing these theories from our everyday assumption that something is
“lost” when books are turned into mass media products.

Anne intends to study media practices during the process of production as
well as to interview translators, script writers, and actors to try to understand
the principles that inform mediators. This looks like an interesting project
working with accessible data, but her data analysis might be simplified by focus-
ing on media practice and products and leaving out any reference to the inten-
tions of those involved in the process and/or by just following through the
transformation of one text.

Botswana Women in Public Life (From 1800)

Sociology: Mercy

This study is a development of Mercy’s earlier research. It centers on ques-
tions of women, power, and politics in the context of Botswana society and
culture. Her research derives from a feminist focus on the factors limiting
women’s political influence in Botswana. This means concentrating on forms of
patriarchy as expressed in the kgotla system and in women’s fragile citizenship
rights. The research questions that flow from this concern women’s changing
experiences, the limits to women’s participation in political life, and the role of
ougside influences.
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To answer these questions, Mercy proposes to use three methods: interviews,
focus groups, and the analysis of archive material perhaps using ideas from
Foucault. However, she may be limited by the need to obtain government approval
for her research.

This is an ambitious project, which may be made more manageable by con-
sidering using only one data set and not pursuing her reading of Foucault unless
she decides to make the textual data her primary focus. However, as in all field
research, it makes sense to treat her dealings with official authorities as data
cather than as a technical difficulty prior to data gathering (see Chapter 17).

American “Concert Dance” in the Postwar Era

Sociology: Rita

Rita’s background is in dance studies and, more recently, sociology. After the
Second World War, Rita found that the U.S. government was building a new
relationship with the dance community through sending out cultural “ambas-
sadors.” The period also coincided with the development of an American dance
style eschewing expressionism in favor of formalism.

Rita wants to explain both the politics of U.S. support for dance and the
emergence of a style that avoided seeking to express the self or inner emotions.
She will focus on two groups of dance companies, as well as examining perfor-
mances and texts by dance theorists.

Rita describes her approach as deriving from the work of Pierre Bourdieu,
drawing on his account of the body as a site in which agents struggle for dom-
ination. Bourdiew’s work should help her achieve her ambitious aim to bring
together history and social theory.

Tt remains to be seen whether it will be possible to effectively combine data
deriving from different methods. Not only does this increase the scope of the
research, but also it raises complicated issues about how to “map” one set of
data upon another (see our critique of triangulation in Chapter 14).

How Women Experience Depression

Sociology: Philippa

Philippa’s research is concerned with how women, as user communities of
psychiatry, experience depression, self, and identity. Her interest in this topic
arose partly from family and work experience and partly because of her curiosity
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about the statistics that seem to show that women are twice as likely as men to
be diagnosed as depressives.

Her approach derives from Foucauldian genealogical analysis and hence
leads to a focus on how “depression” is discursively constituted. This approach
differs from feminist concerns with patriarchy and misogyny and from an inter-
actionist focus on labeling by psychiatrists. The research questions that arise for
her from this approach are the following: How do women speak of themselves
as subjects who are “depressed”? How do women position/speak about them-
selves compared to “normal” gendered subjects? And how far do we find traces
of a “pharmacological culture” in how depression is constituted and treated?

Her data is drawn from women whom she meets through her work as a coun-
selor. Unusually, given her approach, Philippa has opted, initially at least, for a ques-
tionnaire (partly this reflects her lack of confidence in interviewing women she also
counsels). A pilot of this questionnaire showed a high rate of nonresponse. She is
currently revising her questionnaire as well as planning to do some archive analysis.

Philippa is aware that there might be more fruitful research designs. In par-
ticular, the use of focus groups or of open-ended interviews based on a single
question (such as, “tell me your story”) might overcome the problem of using
leading or incomprehensible questions. Nonetheless, her project is ambitious
and she might consider working entirely with available archives in the usual
Foucauldian manner.

Multiple Methods: Summary

Keep It Simple I

Like videotapes, multiple methods are tempting because they seem to give
you a fuller picture. However, you need to be aware that multiple sources of
data mean that you will have to learn many more data-analysis skills. You will
need to avoid the temptation to move to another data set when you are having
difficulties in analyzing one set of material.

Keep It Simple I

Often the desire to use multiple methods arises because you want to get at
many different aspects of a phenomenon. However, this may mean that you
have not yet sufficiently narrowed down your topic. Sometimes a better
approach is to treat the analysis of different kinds of data as a dry run for your
main study. As such, it is a useful test of the kind of data that you can most eas-
ily gather and analyze.

The Research Experience |

Keep It Simple IIT

«Mapping” one set of data upon another is a more or less complicated task
depending on your analytic framework. In particular, if you treat social reality
as constructed in different ways in different contexts, then you cannot appeal to
a single phenomenon that all your data apparently represents.

Research design should involve careful thought rather than seeking the most
immediately attractive option. However, none of the previous points exclude
the possibility of using multiple means of gathering data. Ultimately, everything
will depend on the quality of your data analysis rather than on the quality of
your data.
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CONCLUDING REMARKS

In this chapter, we have examined the early stage of student research projects.
The following suggestions have been made:

o Define your research problem analytically.

e Limit your data.

o Demonstrate that your data analysis goes beyond a list.

o Limit the claims you make about your study.

o Think about the relevance of your research for other scholars and for

“society.”

These points are explained in the following paragraphs.

Define Your Problem

1. Research “problems” do not arise out of a clear blue sky! Sometimes
their source is a scholarly debate; sometimes a pressing social problem. In any
event, you will need to think through the analytic basis of your way of defin-
ing your research problem. Having chosen an approach, treat it as a toolbox
providing a set of concepts and methods to select your data and to illuminate
your analysis.

2. Your approach must be appropriate to the research questions in which
you are interested. Indeed, rather than being a constraint, a theory should gen-
erate a series of directions for your research (see Chapter 6). It will influence
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what status you attach to your data—for instance, as a true o1 false represen-
tation of reality—and how you code it.

Limit Your Daia

1. Decide which data to use by asking yourself which data is most appro-
priate to your research problem—for instance, are you more interested in what
people are thinking or feeling or in what they are doing?

2. To make your analysis effective, it is imperative to have a limited body
of data with which to work. So, although it may be useful initially to explore
different kinds of data, this should usually only be done to establish the data
set with which you can most effectively work (see Chapter 8).

) 3. Make data collection as easy as possible. There are no brownie points
given by most disciplines for having gathered your own data. Indeed, by choos-
ing difficult situations to gather data (difficult either because nothing relevant
may happen or even because background noise may mean you have a poor-
quality tape), you may condemn yourself to have less time to engage in the
much more important activity of data analysis.

4. Beware of complexity. For instance, as we have seen, although video
qata is very attractive, it is very complex to work with. So keep data gathering
simple. Go for material that is easy to collect. Do not worry if it only gives you
one angle on your problem. That is a gain as well as a loss!

Data Analysis Goes Beyond a List

1. Choosing a clear analytic approach is a help but is not everything. The
danger is that you seek to apply too many findings or concepts deriving from
tbat approach. This can make your analysis both confused and thin or a naive
listing of observations consonant with each of these concepts. By narrowing
down to a single issue, you may begin to make novel observations.

2. Tdentifying the main elements in your data according to some theoretical
scheme should only be the first stage of your data analysis. Go on to examine
how these elements are linked together (see Chapters 11 and 12).

3. As your data analysis proceeds, you should aim to give your chosen con-
cept or issue a new twist, perhaps by pursuing a counterintuitive idea or by
noting an additional feature little addressed in the literature.

The Research Experience |

Limit the Claims You Make About Your Research

It always helps to make limited claims about your own research. Grandiose
claims about originality, scope, or applicability to social problems are all
hostages to fortune. Be careful in how you specify the claims of your approach.
Show that you understand that it constitutes one way of slicing the cake and that
other approaches, using other forms of data, may not be directly competitive.

Issues of Relevance

1. When you have finished, reflect on the contribution your research makes
to contemporary scholarly debates. How does it add to knowledge or change
our sense of the role of particular methods or concepts? (See Chapter 24.)

2. Is your analytic position appropriate to any practical concerns you have?
For instance, many contemporary social theories look at the world quite dif-
ferently from respondents, policymakers, or practitioners. If you use such an
approach, you will need to think carefully about what you can offer such
groups—although it may well turn out that you can offer them more interest-
ing findings than rather more conventional research (see Chapters 24 and 28).
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KEY POINTS

In this chapter, we have examined the early stage of student research projects.
The following suggestions have been made:

Define your research problem analytically.

Limit your data.

Demonstrate that your data analysis goes beyond a list.

Limit the claims you make about your study.

S S

Think about the relevance of your research for other scholars and for
“society.”

FURTHER READING

An excellent practical guide to the business of writing a dissertation is Pat
Cryer’s The Research Student’s Guide to Success (1996). Judith Bell’s Doing
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Your Research Project (1993) is a much more basic treatment, mainly aimed
at undergraduate dissertations. If you plan to do qualitative interviews, a use-
ful Web site is http://www.andrle.org.uk.

1. These research ideas derive from presentations during graduate workshops David
coordinated at Goldsmiths College and at Oulu University, Finland. In the Finnish
material, he has beer able to draw upon research abstracts written by the students prior
to the workshop. He was dependent on his contemporary notes for the Goldsmiths
material and apologizes for any inaccuracies present. In any event, it should be borne
in mind that this is an account of the early stages of research studies, which, no doubt,
have developed and changed. For this reason, students’ names have been anonymized.

The following exercise is meant to help you think through the issues raised in this chapter
about the value and implications of different ways of gathering and analyzing qualita-
tive data. Please go through the following steps, ideally with another student:

1. Define your research topic in no more than two sentences.
. Explain which method you propose to use to gather data. Why that method?

. Why would other methods not be possible or appropriate?

HOoWwoN

. How big a data sample do you intend to collect? Could you manage with less
data? Might you need more?

5. What theoretical approach do you favor? How will it help or hinder you in the
analysis of your data?

6. What other approaches might be appropriate or inappropriate? Why?

7. Is there anything about your theory/method/data that could be simplified to
make a more effective study?

CHAPTER 5

What Counts as
Originality?

INTRODUCTION

All students speculate about the standards by which they will be assessed.
Many students beginning a research study crave to be “original.” Whether the
research is for a PhD, MA, or a humble BA dissertation, originality is, for
many, both a goal and a perceived critical standard that will be used by your
examiners to beat you with!

Such fears are associated with a lack of knowledge about what is expected at
a new, “higher” level of your education. In this respect, we are talking about a
common experience when we reach the next step on any ladder.

Many social transitions are associated with rites of passage, and educational
careers are no exception. In English secondary schools, after the age of 16, one
enters the sixth form where one is expected to specialize narrowly and to
become more self-reliant and less spoon-fed. At David’s own school, boys just
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out of short trousers suddenly found themselves addressed by their sixth-form
teacher as “gentlemen.” They looked around the room but, weirdly, the appel-
lation was directed at them.

The process is repeated in some form all over the world when you begin a
BA at a university. Now, it seems, you are truly on your own, having to meet
strange new criteria of achievement without any obvious means of support.
Your time tends to be much more your own and you have to decide how much
time to allocate to the library or computer center—or, at British universities, the
Students’ Union bar.

How much worse, then, when you register to do an MA or PhD. Suddenly,
everything you could count on in the past now seems to amount to nothing.
You are no longer the outstanding undergraduate but just one of many students,
all of whom, presumably, achieved good first degrees. In the past, university
examinations were mysteries that you had cracked. Now, although some fur-
ther writtén examinations may await, you know that this is not how you are
going to be mainly judged.

To some extent, this transition from BA to PhD is eased by the provision of
taught courses for first-year research students, many of whom will have
already taken an MA. However, a nagging doubt is still likely to torment many
beginning PhD students. Are you up to it? Above all, do you have the capacity
to be original? Or is originality, like so many things these days, something you
can learn?

ORIGINALITY

Original: not derived, copied, imitated or translated from anything else;
novel; creative; independent in invention. (Chambers English Dictionary,
1990)

Consulting a dictionary about originality brings mixed blessings. You are
not planning to plagiarize anybody else and so should have no problem in
meeting the “negative” definition of originality: your dissertation is unlikely to
be “derived, copied, imitated or translated from anything else.”

But how about the “positive” components of originality? Can you be “novel;
creative; independent in invention”? Moreover, since imaginativeness is linked
to originality by Roget’s Thesaurus, have you the talent to be imaginative?

However you answer these questions, you are going to be in trouble!
Obviously, if you don’t feel that your intellect is especially novel, creative,
inventive, and imaginative, then you are going to worry yourself sick about
whether you are up to doing a worthwhile piece of research. Conversely, if you

What Counts as Originality?

are full of confidence about these matters, it is very likely that you are underes-
timating what is required to be granted these epithets.

If you doubt me, scan the book review pages in a journal in your field. Our
guess is that you will not find such words thrown around freely. And, remem-
ber, many of the books réviewed will be authored by established scholars, well
past their own PhDs.

If the work of established scholars is not regularly judged to be novel, creative,
inventive, or imaginative, what chance do you have? The answer is surprising—
you have no problem.

Such epithets are rarely used by the examiners of successful PhD disserta-
tions. Most dissertations are no more than solid and competent, Indeed, it
would cheapen the currency of academic description to use the vocabulary of
originality too frequently. Even Nobel Prize laureates never fail to cast doubt on
their own supposed genius. Instead, they regularly refer to the support of their
research teams and to the old metaphor: “one percent inspiration, ninety-nine
percent perspiration” (see Mulkay, 1984).

As Phillips and Pugh point out, in the context of a PhD, “an original contri-
bution to knowledge” is a very shaded term: “it does not mean an enormous
breakthrough which has the subject rocking on its foundations” (1994, p. 34).

Following Kuhn (1970), PhD research is unlikely to involve a paradigm shift in_. .

your discipline. Instead, Phillips and Pugh suggest, it demonstrates that you

have a good grasp of how research is normally done in your field (i.e., that you

can do what Kuhn calls “normal science”). What does this mean in practice?
Among other things, it can mean

making a synthesis that hasn’t been made before; using already known
material but with a new interpretation, bringing new evidence to bear on
an old issue (and) adding to knowledge in a way that hasn’t been done
before. (Phillips & Pugh, 1994, pp. 61-62)

So Phillips and Pugh suggest that a PhD is less to do with originality and is
more about displaying that you are “a fully professional researcher” (p. 19). In
turn, this means showing -

o That you have something to say to which your peers will want to listen

o That you are “aware of what is being discovered, argued about, written
and published by your academic community across the world” (Phillips &
Pugh, 1994, p. 19).

The upshot of this is that a PhD is best viewed as an apprenticeship prior to
the admission to a community of scholars. This implies that “you are not doing
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research in order to do research; you are doing research in order to demon-
strate that you have learned how to do research to fully professional stan-
dards” (Phillips & Pugh, 1994, p. 20).

BEING A PROFESSIONAL

Originality is only one of four criteria upon which examiners of the University
of London PhD must report. To get a London PhD, the examiners must report

o That the thesis is genuinely the work of the candidate

o That the thesis forms a distinct contribution to the knowledge of the
subject, and affords evidence of originality by the discovery of new facts
and/or the exercise of independent critical power

o That the thesis is satisfactory as regards literary presentation

o That the thesis is suitable for publication as submitted or in abridged or
modified form

Despite the passing reference to originality in the second item, all these crite-
ria are really about professionalism. We only need to concern ourselves about
the second criterion: the discovery of new facts and the exercise of independent
critical thought.

Considered on its own, “the discovery of new facts” is rarely an important
or even challenging criterion in most of the social sciences. In the natural
sciences, perhaps, a PhD researcher may discover a new substance or process
and be applauded. But, in our experience, it is much more rare for qualitative
social science PhDs to argue that they have found new “facts.” Indeed, if they
did so, they would most likely be greeted with the riposte, “So what?”

For example, say such a dissertation claims it has discovered that a particu-
lar group has beliefs or displays behaviors that were previously unknown. Any
examiner worth his or her salt would then want to ask, “Why, on earth, should
it matter that this is the case?” In other words, what analytical or practical sig-
nificance are we being asked to attach to this “finding”?

Such a line of questioning is 7ot a case of the examiner being difficult. As we
argue in Chapter 7, any scientific finding is always to be assessed in relation to
the theoretical perspective from which it derives and to which it may contribute.

This means that, although facts are never unimportant, they derive their rel-
evance from the theoretical perspectives from which they stem and to which
they contribute. The clear implication is that “the exercise of independent
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critical thought” is the major criterion through which your dissertation will
be assessed.

How can you satisfy this criterion? If professionalism consists in the display
of independent critical thought, what is the secret of being independent, critical,
and professional?

INDEPENDENT CRITICAL THOUGHT

In fact, as is the usual case in research, there is no secret or magic process to be
revealed. In Chapter 3, we saw how Moira, Sally, and Simon went about their
research as solid craftspersons. Although occasionally they may have jumped
out of their bath shouting “Eureka,” most of the time they just plodded along,
building a competent analysis in the face of setbacks and opportunities.

Using their experience and the work of other students David has supervised,
in the following we outline four procedures that contribute to the successful dis-
play of “independent critical thought™: ’

e Developing a concept or a methodology
e Thinking critically about your approach
e Building on an existing study

o Being prepared to change direction

Develop a Concept and/or a Methodology

In 1997, Acourt completed a theoretical dissertation on the emergence and
apparent disappearance of discussion of “progress” in the social science litera-
ture. Armed with a well-supported argument about the analytical and practical
relevance of such a concept, he was able to convince his examiners of his “inde-
pendent critical thought.”

Many social science dissertations have a more empirical content. Sally used
Goffman’s (1974) concept of frames to understand how a mental health team
made decisions about what services to offer to homeless people. Moira and
Simon employed the concepts and methodology that the sociologist Harvey
Sacks used to study the descriptive process.

Moira applied membership categorization device analysis (MCDA) and
conversation analysis (CA) to interviews with the partners of people who had
recently died in the hospital. Simon used CA to study the sequential organization
of talk at parent—teacher meetings.
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Twenty years earlier, Baruch (1981) had used one of these approaches
(MCDA) to analyze transcripts of interviews with parents of handicapped
children. Like Moira and Simon, he showed the ability to work with and to
advance Sacks’s specialist approach. Indeed, Moira used Baruch’s thesis as a
baseline for her own research and showed how his analysis of interviews as
“moral tales” could be developed.

In the normal way, Moira, Simon, and Baruch were influenced by the inter-
ests and skills of their supervisor. In David’s case, he had a long-standing inter-
est in making Sacks’s work more widely known (see Silverman, 1998), and four
of David’s other sticcessful PhD students have used the concepts and methodol-
ogy of the subdiscipline Sacks founded.

Of course, social science has a broad and rich stream of concepts and method-
ologies, and David’s students’ work has expressed this breadth while reflecting
his interests in processes of language and representation. So Kobena Mercer used
some ideas from the French tradition of semiotics in his research on the speeches
of an English politician, Enoch Powell (Mercer, 1990). The related concepts of
Foucauldian discourse analysis were used by Mary Fraser in her study of repre-
sentations of children in a British nursing journal (Fraser, 1995).

In all these cases, because the approach was theoretically informed, the disser-
tation could justifiably argue that it had contributed to conceptual development.

Think Critically About Your Approach

As we saw in Chapter 3, your prior experience usually has an important
bearing on how you approach your data. For instance, Sally was constantly
aware of how her own nursing experience might be influencing how her health
professionals related to her and how she might be taking for granted certain
aspects of their behavior.

Sometimes, doubts about an overall approach can have far-reaching conse-
quences for how you think about your data. So Moira became dissatisfied with
the conventional version of open-ended interviews as a potential window into
people’s experiences. Instead of using brief extracts from her interviews to illus-
trate particular categories, she started to analyze the devices through which her
interviewees told recognizable “stories.” Similarly, Simon was determined not
to treat his parents’ evenings as mere “products” of familiar social structural
variables (e.g., class and ethnicity of the parents, measured ability of the child).

Fifteen years earlier, another of David’s students, Gill Chapman, had devised
an unusual way of demonstrating her independent critical thought. Having dis-
cussed a range of possible ways of analyzing her audiotapes of nurses’ meetings,
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she decided to experiment with a wide range of concepts and methodologies.
Each of the empirical chapters of her dissertation is thus both an analysis of her
data and a critical evaluation of the approach used (Chapman, 1987).

Build on an Existing Study

Don’t try to reinvent the wheel! Try to find a previous study that, in some
respect, mirrors your own interests and topic. Then model your own research
on that study and develop some aspect of it.

Of course, with limited resources, you are unlikely to be able to offer a com-
plete test of the findings of that study. But by careful analysis of your limited
data, you can reflect on its approach and conclusions in an informed way.

Sometimes a more realistic model is a previous PhD thesis. It is worth recall-
ing that Moira used an earlier PhD thesis that David had supervised as a model
for her research. So, at the outset, look at earlier dissertations in your university
library and, where possible, focus on work directed by your supervisor.

Be Prepared to Change Dirvection

Sometimes students believe that what matters most is showing that their
research has followed a logical sequence. Based on how research is sometimes
reported, this structure seems to display the following sequence:

Research problem
Hypothesis
Data analysis’

Conclusion

However, anyone who has ever done any research knows that such a rigid
sequence is rarely followed. Moreover, it sometimes makes sense to divert from
an expected path if you come across new data or a new concept or if your data
suggests a different focus (see Chapter 12 for a discussion of how David changed
paths in his research on a pediatric cardiology clinic).

So, as we argue in Chapter 25, although your examiners will look for evidence
of a logical structure to your research, they will also want to see that you have
been prepared to be flexible and to change direction when appropriate. After all,
originality is not consonant with always following a predetermined plan.
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CONCLUDING REMARKS

The message of this chapter is that a successful dissertation does not require
genius. Once you define the task of the research student in terms of the dis-
play of professional competence, then you can abandon those sessions in front
of the mirror wondering whether you really look like Einstein, Keynes, or
Marie Curie!

In any event, you are likely to discover these things after a while through the
response of your supervisor to your work. As Phillips and Pugh point out, wor-
rying about the otiginality of your thought tends to be a concern only during
the first few months. After that, this problem tends to disappear.

The case of a PhD examination many years ago makes this point very nicely.
The thesis of the philosopher Ludwig Wittgenstein was being examined by two
famous professors: Bertrand Russell and G.E. Moore. Although these two had
no doubt about its merits, there is some evidence that both examiners found
Wittgenstein’s thesis somewhat beyond them. In their report, Russell and

Moore make clear that getting a PhD is different from being a genius. As they -

put it, “This is a work of genius. It is also up to the standard required for a
Cambridge PhD.” (Monk, 1991)

KEY POINTS

Students at all levels desire to be original. However, BA and MA students can
comfort themselves that even PhDs are rarely awarded for originality. In the
context of a research degree, originality is largely about your ability to display
independent critical thought. In turn, such thought can be shown by:

1. Developing a concept or a methodology

2. Thinking critically about your approach
3. Building on an existing study
4

. Being prepared to change direction

FURTHER READING

Estelle Phillips and Derek Pugh’s How To Get a PhD (1994, Chapters 3—6)
gives a realistic, supportive account of what is required to achieve a PhD.
Another helpful account of what counts as originality in student research is Pat
Cryer’s The Research Student’s Guide to Success (1996, Chapters 15-17).

What Counts as Originality?

Cryer has suggested that we can understand originality in research through an analogy
with a travel expedition: “the research student is the explorer and the expedition is the
research programme” (1996, p. 145). Cryer uses the expedition analogy to suggest dif-
ferent senses of "original research.”

Review each of the following kinds of originality in terms of what you think your
research might contribute and decide which kind is most likely to be applicable to your
work:

o Originality in tools, techniques and procedures

o Originality in exploring the unknown

e Originality in exploring the unanticipated

e Originality in use of data

o Originality in outcomes

e Originality in by-products (Cryer, 1996, pp. 146-148)

You might return to this exercise at regular intervals to review any changes in how you
view your research.
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PART II

Starting Out

P art 1 of this book was aimed at the beginning research student. Part 11
assumes that you have overcome your initial doubts and now need to deal
with the nitty-gritty issues that arise when you start to design a research study.
Chapter 6 discusses how to select a topic. Chapters 7 and 8 deal with using
theories and choosing a methodology. The tricky question of selecting which
case(s) to study is discussed in Chapter 9. The final chapter in Part II considers
how to write a research proposal.
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CHAPTER 6

Selecting a Topic

INTRODUCTION

In this chapter, we discuss the problems you may encounter in defining your
research topic. We then suggest some strategies you can use to overcome these
problems. .

People are often impressed when they find out that you are “doing research.”
They may even want to know more. If you have ever been in this situation, you
will know how embarrassing it can be if you are unable to explain clearly exactly
what you intend to study. Such embarrassment can be multiplied a thousandfold
if your interrogator is, say, a smart professor you have never met before. How
are you to respond? The answer to this question becomes easier if you recognize
that there are practical as well as social reasons for having a clear research topic.
Above all, such clarity can give your research focus, as shown in Table 6.1.
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_Table 6.1  The Role of Research Questions

; They organize the project and give it direction and coherence.
|

1

1.

2. They delimit the project, showing its boundaries.
! 3. They keep the researcher focused.

4.

| 4
] They provide a framework when you write up your research.
5. They point to the methods and data that will be needed.

~ SOURCE: Adapted from Punch (1998), p. 38.

Unfortunately, many undergraduate social science courses reward passive
knowledge rather than the ability to use ideas for yourself, an essential require-
ment for developing original research questions. This way of learning often
emphasizes formal assessment and test-taking skills. However, formulating a
workable research project calls for the ability to apply knowledge beyond the
boundaries of mechanical classroom learning. ‘

As you take your qualitative methodology courses, do not be overly concerned
with their critique of quantitative research, but learn how you can practice alter-
native methods. In this regard, we can learn from quantitative methods courses
that are less preoccupied with critiquing their competition. Instead, through their
rote recipe knowledge, they offer practical guidelines for drafting research pro-
posals (e.g., formulating research hypotheses and defining variables).

Selecting a research topic for a qualitative research project can be a cousid-
erable challenge and to some degree a risk. This is because it involves commit-
ting oneself to a particular course of action and set of practices and not just the
idle criticism of what quantitative researchers cannot understand and capture in
their data. Selecting a topic sets you on the path of practice. Your proposed
alternative will invariably mean that you will expose your weaknesses as a
researcher and open yourself to criticism from others.

Faced with this risk, students often try to play it safe by opting for one of
three apparently low-risk strategies:

e Simplistic inductivism
e The ““kitchen sink” gambit
e Grand theory

We briefly discuss each in the following sections before offering some more
satisfactory solutions.

Selecting a Topic
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SIMPLISTIC INDUCTIVISM

In many social sciences, the qualitative tradition was initially characterized
by its opposition to the strict research designs demanded in most quantita-
tive work. So anthropologists would select their tribe, take up residence,
learn the language, and do no more than keep a field diary. Similarly, soci-
ological ethnographers would identify an activity, institution, or subculture
and just “hang out.” In both cases, the idea was to grasp reality in its daily
accomplishment.

The hope was that somehow meaning would emerge by itself from such “in-
depth” exposure to the field. It was believed that any prior definitions of topics

or concepts would only stand in the way of a sensitive understanding of the slice .

of the cultural world to which one was being exposed.

In the 1960s, this belief was apparently supported by Glaser and Strauss’s
(1967) famous idea of theory grounded in data rather than presumed at the out-
set of a reigéimagf Ironically, but understandably, the idea of qualitative
research as unstructured exposure to the world was also supported by quanti-
tative researchers. So we learn, in one quantitative text, that “field research is
essentially a matter of immersing oneself in a naturally occurring . . . set of
events in order to gain firsthand knowledge of the situation” (Singleton, Straits,
Straits, & McAllister, 1988, p. 11).

In common with crude inductivists, Singleton et al. refer to “the situation”
as if “reality” were a single, static object awaiting observation. Like such qual-
itative researchers, they emphasize “immersion,” which they implicitly contrast
with later, more focused, research. This is underlined in their subsequent iden-
tification of qualitative-or field research with “exploration” and “description”
(p. 296) and their approval of the use of field research “when one knows rela-
tively little about the subject under investigation” (pp. 298-299).

This apparent unanimity at both ends of the research spectrum is noted by
the authors of one qualitative methodology text: “The conventional image of
field research is one that keeps prestructuring and tight designs to a minimum”
(Miles & Huberman, 1984, p. 27). Miles and Huberman note two objections
to this position and the cozy consensus that supports it: the omnipresence of
theory and the need for a research design. We will briefly consider each in turn.

First, “any researcher, no matter how unstructured or inductive, comes to
fieldwork with some orienting ideas, foci and tools” (Miles & Huberman,
1984, pf’27)'.“A@Cﬁliffﬁﬁ'éﬁa'ﬁalstein (1997) note, the apparently atheoreti-
cal position of some ethnographers itself derives from a theory: “The directive
to ‘minimize presuppositions’ in order to witness subjects’ worlds on their own
terms is a key to naturalistic inquiry” (1997, p. 34, our emphasis).

]
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So the idea of just hanging out with the aim of faithfully representing
subjects’ worlds is a convenient myth derived from a theory that Gubrium and
Holstein term naturalism. Of course, without some conceptual orientation,
one would not recognize the field one was studying. So the problem is that
many closet naturalists seem oblivious to the theory-dependent nature of their
research.

A second objection to simply going out into the field and inducing observa-
tions is that it can be an excuse for sloppy, unfocused research. Mason (1996,
p. 6) rejects the suggestion that qualitative research can just “describe” or
“explore” the social world. As Miles and Huberman point out, such unfocused
research can be a recipe for disaster: “The looser the initial design, the less selec-
tive the collection of data; everything looks important at the outset to someone
waiting for the key constructs or regularities to emerge from the site, and that
wait can be a long one” (Miles & Huberman, 1984, p. 28).

Moreover, such a purely inductive approach can be blind to the need to build
cumulative bodies of knowledge, which is an important goal of any scientific
research endeavor. In the 1920s and 1930s, research students in Chicago, fol-
lowing Robert Park’s injunction to get out of their armchairs into the virgin ter-
ritory of urban street life (see Bulmer, 1984), could justify their inductivist aims.
By the 1960s, however, even Glaser and Strauss (1967) were requiring that field
researchers think about the formal theories that might be developed out of
apparently isolated substantive, inductive studies.

In the new century, qualitative research is becoming more respected and
established in large part because it has helped develop theories and related
cumulative bodies of knowledge. As David has commented recently, “We no
longer need to regard qualitative research as provisional or never based on ini-
tial hypotheses. This is because qualitative studies have already assembled a
usable, cumulative body of knowledge” (Silverman, 1997, p. 1).

As qualitative researchers, we need not be dogmatically opposed to formal
knowledge and learning from the past. Sometimes, the previous literature or
(for experienced researchers) one’s own work will suggest a hypothesis crying
out to be tested or a finding ripe for retesting. When this happens, particularly
where the earlier study derived from a theoretical approach to which you are
sympathetic, an attempt to strike out afresh would be in danger of reinventing
the wheel.

Of course, as the stories in Chapter 3 show, this does not mean that you
should necessarily be stuck with your initial ideas. The beauty of qualitative
research is that its rich data can offer the opportunity to change focus as the
ongoing analysis suggests. But such changes of direction, like the initial research
proposal, do not come out of the blue but reflect the subtle interplay between
theory, concepts, and data.

Selecting a Topic
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THE KITCHEN SINK GAMBIT

Like any piece of advice, you can take too far the suggestion that you should
avoid simplistic inductivism. In drafting your first research proposal, it is tempt-
ing to select a very broad topic. By including every aspect of a problem that you
can think of; you hope to show the breadth of your knowledge and to impress
potential supervisors. Unfortunately, this “kitchen sink” approach is a recipe
for disaster. Unless you have the resources for a big team of researchers, depth
rather than breadth is what characterizes a good research proposal. If you
define your topic very widely, you will usually be unable to say anything at
great depth about it. As David tells his students, your aim should be to say “a
lot about a little {problem).” This means avoiding the temptation to say “a little

about a lot.” Indeed, the latter path can be something of a cop-out. Precisely

because the topic is so wide ranging, one can switch from one aspect to another
without being forced to refine and test each piecé of analysis.

The following case study illustrates how one research student worked to
refine and narrow down her problem. Over time, Seta Waller moved from quite
a broad psychological interest in the “alcoholic” to a quite narrow but work-
able concern with the narrative structure of patients’ accounts.
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This case study illustrates how ideas derived from methodology and theory
can help in specifying a research topic. However, some people are more com-
fortable working solely at a theoretical level and seek to substitute theoretical
syntheses or critiques for data analysis. Following Mills (1959), we call this
approach grand theory.
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THE GRAND THEORIST

Whereas the kitchen-sinker moves about trying this and that, the grand theo-
rist is kept busy building theoretical empires. Stuck firmly in their armchairs,
such theorists need never trifle with mere facts. Instead, they may sometimes
spin out cobwebs of verbiage, which, as C. Wright Mills (1959) shows, can be
reduced to a few sentences.

Nonetheless, a situation in which you can obtain a research degree without
ever leaving your familiar university library is not to be despised. Indeed, David
should be the last to criticize grand theory as his own PhD was obtained by this
very method!

However, it is usually wise to assume that every “solution” contains seeds of fur-
ther problems. In the case of grand theory, these. problems include the following:

e Can you ever get out of the library in order to write your thesis or disser-
tation? One book will surely have a list of further “crucial” references and so
on, ad infinitum. Anybody who thinks a library PhD is a quick fix would be
well advised to ponder whether he or she has the willpower to stop reading.
He or she would also be wise to consult a short story called “The Library of
Babel” by the Argentinean writer Borges. This tells a chastening tale of schol-
ars who believe that, if they only keep on looking, all knowledge will finally be
revealed by yet another book.

o Theoretical fashions change—nowhere more so than in the social
sciences. If you commit yourself to a theoretical topic, you must always be
looking over your shoulder at the prospect of some change in direction in the
theoretical wind from, say, New York, to an obscure location with a school of
thought of which you are totally unfamiliar.

If you do grand theory, you may spend so much time constructing elegant
accounts of the world that you never touch base with the ground upon which
the world rests. Kafka’s (1961) wonderful short story “Investigations of a
Dog” (the story of an old dog’s life journey to find the source of his food) cre-
ates a marvelous image of “airdogs” or “soaring dogs” (Lufthunde) who float
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on cushions above the ground, surveying the world of other dogs from on high,
yet cut off from any contact with it {so cut off that Kafka’s hound investigator
wonders how they manage to reproduce). In Kafka’s words, “They have no
relation to the general life of a community; they hover in the air, and that is
all” (1961, p. 294). The practical lesson here is, beware of the temptation of
theorizing. It can become a self-indulgent process so detached from the real
world as to be worthy of the label “pointless jargon.”

However, readers of this book will be more interested in solutions than in
critiques. In response to this, we set out in the following paragraphs some prac-
tical strategies that may be of use to potential simplistic inductivists, kitchen-
sinkers, and grand theorists.

STRATEGIES FOR SIMPLISTIC INDUCTIVISTS

If your previous education has equipped you with few research ideas of your
own, comfort yourself that your predicament is not unusual and can be resolved.
We outline three strategies that you can use if you find yourself in this boat. Each
seeks to encourage you to use the knowledge you have already gained as a
resource in generating a researchable problem. The three strategies are

o Using concepts as sensitizing resources
¢ Following up findings from other studies

¢ Introducing a third variable

Using Concepts

Treating the knowledge you have learned as a resource involves thinking
about how it can sensitize you to various researchable issues. In an earlier book
(Silverman, 2001, pp. 9-11), David distinguished three types of sensitivity: his-
torical, political, and contextual.

Historical sensitivity means that, wherever possible, one should examine the
relevant historical evidence when setting up a topic to research. Political sensi-
tivity shows the vested interests behind current media “scares” and reveals that
this way of determining our research topics is just as fallible as designing research
in accordance with administrative or managerial interests.

Contextual sensitivity is the least self-explanatory and most contentious
category in the present list. A longer explanation is, therefore, set out below:
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By contextual sensitivity, David means two things:

1. The recognition that apparently uniform institutions like “the family,” “a
tribe,” or “science” take on a variety of meanings in different contexts

2. The understanding that participants in social life actively produce a

context for what they do and that social researchers should not simply

import their own assumptions about what context is relevant in any sit-
uation (Silverman, 2001, pp. 10-11)

Such contextual sensitivity would suggest that matters like “recovery from
depression,” “quality care,” and “urban healing” are not uniform phenomena
but take on particular meanings in different local contexts and local cultures
(Gubrium, 1988), depending, among other things, on who is the audience for
the description.’ '

There is one final point. The three kinds of sensitivity we have been consid-
ering offer different, sometimes contradictory, ways of generating research
topics. We are not suggesting that all should be used at the beginning of any
research study. However, if we are not sensitive to any of these issues, then we
run the danger of lapsing into a commonsensical way of defining our research
topics. This is a topic to which we shall return; particularly in Chapter 7.

Following Up Other Findings

Phillips and Pugh (1994, pp. 49-52) suggest that one aid for the sluggish
research imagination is to begin with previously proposed generalizations and
then try to find their limits by postulating new conditions.

Because most undergraduate social science teaching places a great deal of
emphasis on the classic literature, you can sometimes mobilize your knowledge
of classical work in order to generate a research problem. In an earlier book
(Silverman, 1985, pp. 10-11), David gives two sociological examples of postu-
lating a new condition for a classical generalization:

Alvin Gouldner (1954) observed that Max Weber’s “ideal type” of bureau-
cracy was largely based on studies of government bureaucracies. This meant
that Weber stressed the role of democratically defined formal rules in obtain-
ing consent. By studying rule following in the private sector, Gouldner was
able to identify varying levels and bases of consent by staff to rules. Lipset,
Trow, and Coleman (1962) noted that Robert Michels’ “Iron Law of
Oligarchy” had encouraged a focus on the factors that make organizations
undemocratic. By studying a highly democratic organization, Lipset et al.
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identified both antidemocratic and democratic pressures in how organizations
operate. Thus they were able to question the inevitability of this iron law.

More recently, David became interested in the conditions under which clients
were likely to demonstrate uptake of the advice that they were given in inter-
views with health professionals. In a study of interviews between British health
visitors and first-time mothers, Heritage and Sefi (1992) had found that mothers
were more likely to acknowledge the relevance of advice that was related to
their expressed concerns.

In David’s study of HIV-test counseling (Silverman, 1997), he began with
Heritage and Sefi’s findings as his initial research focus. However, he observed
that time constraints in many counseling centers meant that it was very difficult
for counselors to adopt such an apparently client-centered approach. David’s
research question then changed to considering how both parties acted to pre-
vent open disagreements while giving or receiving potentially irrelevant advice
(Silverman, 1997, pp. 154-181).

Similarly, Amir began his research on homelessness (Marvasti, 2003b) with
the commonsense and widely accepted notion that homeless clients who are
neediest receive the most help from their service providers. In this model, human
service organizations are passive agents, objectively and methodically docu-
menting client needs and responding to them. As it turned out in Amir’s ethnog-
raphy of a homeless shelter, “service-worthiness” and “neediness” were actively
constructed in interactions between clients and the shelter staff. The presumed
potential for recovering from homelessness as reflected in client attitude and
demeanor was a better predictor of who received help than their immediate and
apparent need for food and shelter. It was not uncommon for hungry clients to
be turned away on the grounds that they were treatment resistant.

Introducing a Third Variable

As described by Rudestam and Newton (1992, pp. 12~16), introducing a
third variable involves adding a focusing factor to your area of research interest.
These authors give the example of a student interested in how young people view
the elderly. You can make this topic less general, more researchable and interest-
ing, by introducing a third variable. For instance, you can ask, does living with
a grandparent influence this? Alternatively, you can focus on the effect on young
people of media representations of the elderly. Further, using contextual sensitiv-
ity, as described previously, you can limit your focus even more by asking how,
when, and where young people generate descriptions of elderly people.

If you find yourself routinely resorting to simplistic inductivism in your
research, try Exercise 6.1 at the end of this chapter. It is a useful tool for helping
you narrow your research interests.
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STRATEGIES FOR KITCHEN-SINKERS

“Do less, more thoroughly.” (Wolcott, 1990, p. 62)

Wolcott’s advice is sound. Narrowing down is often the most crucial task
when drafting a research proposal. Kitchen-sinkers have so many ideas buzzing
around in their heads that getting down to a focused piece of research is entirely
beyond them.

Every issue seems so fascinating. Each aspect seems interconnected and each
piece of reading that you do only adds further ideas (and suggests further read-
ings). So, although you can grasp the value of making a lot out of a little, it is
easier said than done. The question remains: how do you go about narrowing
your ideas down?

Following are three practical techniques that help answer this question:

e Draw a flow chart
o Find a puzzle

e Look through a zoom lens

The Flow Chart

Dealing with data means moving from passive reading to active analysis. If you
do not narrow down your topic in the early stages of your research, data analysis
is going to be very difficult: “Having a large number of research questions makes
it harder to see emergent links across different parts of the data base and to
achieve successful integration of findings” (Miles & Huberman, 1984, p. 36).

To help you narrow down, it can make sense to do an early flow chart set-
ting out your key concepts and how they might relate. Following Miles and
Huberman, “Conceptual frameworks are best done graphically, rather than in
text. Having to get the entire framework on a single page is salutary” (1984,
p. 33). The single-page flow chart is a useful technique in writing books as well
as in doing research. For instance, as we write these words, we regularly move
to a second document that houses the outline of this book. This outline was
continually revised as we did our preliminary reading. It is still being revised as
we write each chapter.

Several attempts will usually be needed to get your flow chart into a state that
will be useful to you. Miles and Huberman recommend experimenting with dif-
ferent ways of specifying your research focus. But their basic advice is to “begin
with a foggy research question and then try to defog it” (1984, p. 35).
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A good dissertation chair could be tremendously helpful with this process of
outlining your research. He or she can help you develop this flow chart into a
polished table of contents for your dissertation. Do not be afraid to share your
ideas with your chair in these preliminary stages. You can think of your outline
as representing the different scenes in a movie; you decide what is relevant in
telling the story and what is not.

Find a Puzzle

One way to break out of the vicious circle of unending facts and theories is
to put your books to the side and ask yourself, What am I really trying to find
out? More specifically, what puzzle am I trying to solveD

“Thirik of research as one of many kinds of puzzle solving among a set of
activities like doing jigsaws, completing crosswords, or solving crimes. Each
activity will be agsociated with its own set of more or less unique activities (but
see Alasuutari, 1995, on the parallel between the qualitative researcher and
Sherlock Holmes). Jennifer Mason has argued that “all qualitative research
should be formulated around an intellectual puzzle” (Mason, 1996, p. 6). “She
distinguishes three kinds of questions that may generate the type of intellectual
puzzle qualitative researchers would recognize, namely:

How or why did X develop? (a developmental puzzle)
How does X work? (a mechanical puzzle)
What causes X or what influence does X have on Y? (a causal puzzle)

(Mason, 1996, p. 14)

Let us consider how, following Mason, you might find a puzzle. Say you
have a general interest in child abuse. You might narrow down your topic by
choosing among the following questions:

¢ How or why was child abuse first recognized? (a developmental puzzle)
e How (and by whom) is child abuse identified? (a mechanical puzzle)
e What are the characteristics of child abusers and abused children? What

effect does child abuse have on each group? (a causal puzzle)

Once you make a list of this kind, you should see that it is impossible to.
solve satisfactorily all these puzzles. So which puzzle do you choose? The fol-
lowing are some further questions that are worth asking:

Selecting a Topic

o Which puzzle most interests me?
o Which puzzle might most interest my advisor or funding body?

e Which puzzle most relates to issues on which I already have some theo-
retical, substantive, or practical background?

e Which puzzle would generate questions that could be answered using my
own resources and with readily available data?

The Zoom Lens

Wolcott (1990) gives the example of one PhD student who never finished his
study of classroom behavior. The true kitchen-sinker, this student was always
reading more or gathering yet more data.

Wolcott uses the analogy of a zoom lens to suggest a practical solution. Say
you want to take some photographs of a holiday resort. You could find some
suitably high place, say a nearby hill, and try to take a picture of the whole
resort. Then, as Wolcott points out, “if you want to take in more of the picture,
you must sacrifice closeness of detail” (1990, p. 63). Alternatively, you can
zoom in on one small image. What you lose in breadth, you may well gain in
telling detail—say a particular dish that you enjoyed or the interaction between
two local people.

Now apply the zoom lens analogy to defining your own research task.
Wolcott suggests “taking some manageable ‘unit of one’ as a focus” (1990,
p. 69). So if, like his student, you are interested in classroom behavior, focus on
one student, one day, one lesson, or one critical event. The beauty of this nar-
rowing of focus is that it will produce a manageable and achievable research
task. Moreover, you are not locked forever in this close-up picture. Just like the
photographer you can “zoom in progressively closer and closer until your
descriptive task is manageable, then zoom back out again to regain perspective”
(Wolcott, 1990, p. 69).

Following Wolcott, later on you can always attempt to broaden your gener-
alizations through more data at different levels of reality. But your initial zoom-
ing in will have you going out of the library and into dealing with data.

For example, in his doctoral dissertation on homelessness, Amir could have
studied a number of topics such as “how the homeless tell their stories, what
kind of stories they tell, how the organizational context affects the storytelling,
how charity work is performed in an institutional setting, the effect of interor-
ganizational communication on the storytelling, the survival strategies of the
homeless, and friendship and family networks” (Marvasti, 2004, p. 122). As
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you can see, each topic could have provided more than enough material for a
dissertation. Amir opted to save some of his ideas for later projects and mainly
focus on how stories of homelessness are mediated by institutional priorities of
human service organizations (i.e., how poverty is articulated and dealt with in
a modern charity organization).

If you have a tendency to be a kitchen-sinker, you should now attempt
Exercise 6.2 at the end of this chapter.

A Caution: Avoid Reductionism

One of the advantages of introducing a third variable is that it guards against
the tendency to try to explain complex social processes in terms of a single cause.
Such reductionism is regularly demanded in both legal cross-examinations (“answer
ves or no!”) and in media interviews (where the demand for simple answers
sometimes makes research scientists seem like incoherent babblers).

So the diagnosis of kitchen-sinking and recommendations for specifying a
research problem should not be confused with a mandate to reduce the com-
plexities of the social world to a single variable. It is very disheartening when a
detailed seminar on one’s research is greeted by some bright spark with a ver-
sion of “that’s all very interesting, but surely what you’ve described is all to do
with power and postmodernity, etc.,” or its quantitative equivalent of “that’s
all very nice, but how do we know if the variation in your dependent variable
is statistically significant?” What a nice, simple world it would be if everything
could be reduced to one factor! For the moment, however, we should leave the
pursuit of this kind of simplicity to bigots and to those theoretical physicists
who valiantly are seeking a single theory of matter.

So narrowing down a research problem should not be confused with this
kind of reductionism. We can only echo the arguments of the authors of a recent
qualitative methodology textbook:

Such reductive arguments are always distressing, given the variety and
complex organization of social worlds. They reflect mentalities that cannot
cope with the uncertainties and ambiguities of social research. (Coffey &
Atkinson, 1996, p. 15)

STRATEGIES FOR GRAND THEORISTS

Reducing reality to ungrounded sets of categories is an obvious potential
failing of grand theorizing. However, those who feel they have the flair and
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temperament for theorizing will not, we suspect, be easily dissuaded.
Indeed, sometimes, as stated earlier, library-based work can be a quick way
to write an acceptable paper. In this situation, we offer two suggestions.
First, try to ignore fashions. Second, think about how some data may actu-
ally help you theorize better. We set out these suggestions in the following
paragraphs.

Ignore Fashions

Having found the corner of the intellectual garden that suits you, stick
with it. Do not worry about those smart alecks who have always read a
crucial book by some new author—nine times out of ten, it will just dis-
tract you. Guided by your advisor, work out the set of readings that will
be your central material and stay with them. When you have written most
of your thesis or dissertation, you may then have the luxury of reading
more widely and using that reading to reflect on the implications and lim-
itations of your position—perhaps for your final chapter. Till then, don’t
be distracted.

Find Some Data

Even the most active-minds can become a little stilted when confined to their
armchairs. So think about examining empirical materials of some kind. Even
though these may not be central to your dissertation, they may work as an aid
to the sluggish imagination.

Take the case of two students in David’s department who wrote theoretical
PhDs. Nick was interested in what he calls “the refusal of work,” which he
linked to theoretical ideas about “the ontology of desire.” Despite this highly
complex theory, Nick still felt it worthwhile to gather materia! on the history of
Autonomia—an Italian movement to refuse work—and the organization of
unemployment benefits in the U.K.

Jake was interested in a critique of existing theories of the community. In
this context, he attempted what he described as largely a philosophical exer-
cise. Nonetheless, to aid his thinking, he observed and interviewed homeless
people, beggars, and the mainstream community. Attempting what he called
«a situated phenomenology of the moral encounter,” his data was intended to
be only illustrative.
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STRATEGIES FOR ALL RESEARCHERS

Whether you tend to be this kind of a grand theorist or you are a kitchen—
sinker or simplistic inductivist, there are certain general issues that apply to
everybody who wants to select a research topic. These issues are

o Finding a workable (not just narrow) research topic

o Recognizing feedback loops between topic(s) and data analysis

e Understanding that your categories (or variables) are always theoretically

saturated

We deal with each issue in the next paragraphs.

Find a Workable Research Topic

Narrowing down is necessary but not sufficient for a good research project.
It is possible to have a narrowly defined, clear, and unambiguous research topic
(using concepts which clearly connect to data indicators) that is simply not
workable. For instance, there may be no way you could obtain appropriate
data, or the topic may simply not be very interesting or important. Table 6.2
lists three features of workable research questions.

Recognize Feedback Loops

Good research rarely moves smoothly from A (research topic) to B (findings).
As Seta’s case (discussed previously) shows, alert researchers are always

Table 6.2  Workable Research Questions

1. Answerability: We can see what data are required to answer them and how the
data will be obtained.

2. Interconnectedness: The questions are related to each other in some meaningful
way, rather than being unconnected.

3. Substantively relevant: The questions are interesting and worthwhile, so justifying
the investment of research effort.

SOURCE: Adapted from Punch (1998), p. 49.
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prepared to change their focus as they learn new things from others and from
their own data. :

David Wield has called this to and fro between data and topic a “feedback
loop” (2002, p. 42). This is how he addresses the issue of research focus in the
context of such feedback:

Each stage of the research work will result in challenging a project’s focus
and lead to some re-evaluation. At all times, you will find that you have
to maintain a careful balancing act between the desirable and the practi-
cal. Too strong a focus early on may lead to you ignoring what actually
are more important issues than the ones you have chosen. Too weak a
focus results in following up each side issue as it emerges and not getting
anywhere! So focus needs to remain an issue as the research progresses in
order to avoid the pitfall of these extremes (Wield, 2002, p. 42).

Recognize the Theoretical Saturation of Categories

Seta’s case, discussed previously, nicely illustrates that the categories we use
to formulate our research problem are not neutral but, inevitably, theoretically
saturated. In her case, the issue revolved around the status she should attach to
her interviewees’ accounts. To take two extreme formulations: were these the
raw experiences of alcoholics or provoked narratives in which a drinking story
was constructed?

These kinds of issues have already been discussed in Chapter 4 when we
examined several interview studies. They are considered at greater length in
Silverman (2001, pp. 83-118). The interdependence between research design
and such analytical issues is examined in the next chapter of this book.

IRB Considerations in Selecting a Topic

As noted in Chapter 3, IRB stands for institutional review board or a uni-
versity committee responsible for ensuring that research, especially when deal-
ing with human subjects, follows the basic guidelines of (a) informed consent
or voluntary participation, (b) anonymity and/or confidentiality when possi-
ble, and (c) minimal risk to subjects. IRBs originally focused on medical research,
given its greater potential to endanger research participants. However, a
growing number of academic institutions in the United States are also requir-
ing social scientists to obtain IRB approvals before proceeding with their research.
In fact, a new journal, titled Journal of Empirical Research on Research

119




120

Part II: Starting Out

Ethics, is entirely devoted to the study of ethical guidelines and violations in
scientific research.

A number of factors have motivated universities to form and enforce IRB poli-
cies. First, there is the obvious ethical obligation of researchers not to abuse their
status in dealing with human subjects. Second, there is the problem of legal lia-
bility. Universities are corporate entities that can be held legally responsible for
ethical violations. In simpler terms, universities can be sued and ordered to pay
monetary damages for the misconduct of their employees (i.e., professors) or
those under their supervision (i.e., students) when they are acting as agents of the
university. IRB oversight committees limit the legal liability of your school by set-
ting and enforcing ethical guidelines. If you fail to follow their recommendations,
your school cannot be held liable for a course of action you chose to take against
their advice. In essence, your institution can wash its hands of you and distance
itself from any research they did not approve. Finally, federal guidelines require
the establishment of IRB policies for all institutions that receive research funds
from the U.S. government. Overall, it is reasonable to assume that IRBs are here
to stay and will only grow in their supervisory role in the coming years.

What does this mean for a qualitative researcher who is contemplating a new
research project? Beware that with some topics it is very difficult to obtain the
necessary IRB approval. For example, Amir was interested in studying the insti-
tutionalized mentally ill. He specifically wanted to do fieldwork on how mental
illness is constituted in an asylum with a particular emphasis on how those offi-
cially labeled as “mentally ill” communicate with each other. The question was
inspired by his casual observations from his part-time work in a crisis stabiliza-
tion unit {(CSU) for the mentally ill who were apprehended by the police and
temporarily detained for observation and further processing. Amir had noticed
that some patients used the term c¢razy in very sane ways. For example, at the
CSU, Amir met Carlo, who had been officially diagnosed as a schizophrenic.
Carlo was allowed a few personal possessions, including a small radio that was
coveted by other patients. Inevitably, one of the other patients took Carlo’s
radio from his room without permission. After noticing this offense, Carlo
grabbed his radio back, clutched it to his chest, and yelled to the other patients,
“Don’t mess with me. P'm CRAZY!” This defensive and very practical use of
mental illness came from someone who was officially designated as out of touch
with reality and imprisoned because he posed a danger to himself and others.
There were other cases where it seemed that the mentally ill in the CSU were
quite capable of rationally communicating with one another. So Amir thought
he could learn a great deal about both sanity and insanity from these interac-
tions among the involuntarily committed mentally ill.

Alas, the topic was not workable. Among other things, gaining access to a
mental institution for research purposes and with the approval of Amir’s university

Selecting a Topic

IRB turned out to be practically impossible. The issue of informed consent was
particularly insurmountable in this case. In order to conduct his research, Amir
had to obtain the approval of the director of the CSU. She could not give the
approval without consulting her supervisors, who in turn had to contact their
supervisor ad infinitum. A related problem was that the patients themselves had
to give consent, and of course, because they were mentally incapable, the consent
had to come from their parents or guardians. The CSU staff could not give Amir
the parents’ contact information without violating confidentiality policies
regarding the disclosure of patients’ personal records (e.g., their family back-
ground information). After realizing the absurdity of this situation, Amir aban-
doned the project. It is possible that a more ambitious and persistent researcher
could have found a way around all these obstacles, but for a PhD student like
Amir, burdened with coursework, financial obligations, and the pressure to com-
plete his degree in a timely fashion, the problems seemed insurmountable.

Therefore, before settling on a topic, familiarize yourself with your university’s
IRB policies and procedures. Most have Web sites you can consult, and if you do
not find the answers there, send them an e-mail or make a phone call. The com-
position of IRB committees varies greatly across universities. Some, for example,
have separate IRB committees, one for medical research and another for social
science or behavioral research. This dual committee oversight is advantageous to
social scientists, who find it difficult to convey the purpose and methodology of
their research in the concrete language of the so-called hard sciences. Regardless,
be prepared to fill out lengthy standardized applications that contain questions
that seem to have no relevance to your proposed project. Once you submit your
IRB application, you should not be surprised if you are asked to make revisions
and submit additional information. This is routine, especially for qualitative
researchers whose work rarely fits into the predetermined IRB expectations
of researcher—respondent encounters. Specifically, survey researchers, because of
their formulaic approach (i.e., formulating a hypothesis, sampling, administering
questionnaires, doing data analysis, and writing), typically cruise through the IRB
process. By contrast, qualitative research is not always so predictable from the
start and uncertainty is something that administrative bodies, such as an IRB com-
mittee, are not comfortable with. So the more specific you are about your research
plan, the more quickly you obtain their approval (see Michelle Miller-Day’s dis-
cussion of planned flexibility in Chapter 3).

Recognize the Chance Limitations and Opportunities

Scientific publications lead one to believe that every phase of the research
was carefully planned from the start and proceeded as expected. However, as
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stated in Chapter 3, sometimes chance factors or unexpected opportunities play
a significant role in how research is done. In fact, serendipity and chance are
widely recognized in the world of natural science. Everyone knows Archimedes’
bathtub story and his chance discovery of measuring volume through the
amount of displaced water. Reportedly, Archimedes was so elated with his dis-
covery that he jumped out of his tub and ran into the streets undressed, scream-
ing “Bureka!” (i.e., “I have found it!”). The point is that many scientific
breakthroughs happen by chance. As W. L. B. Beveridge put it, “Most discover-
ies that break new ground . . . are by their very nature unforeseeable” (cited in
Deming, 1998, p. 19).

As a qualitative researcher, you should be especially open to chance learning.
Indeed, qualitative methods incorporate chance into the research process. For
example, snowball sampling (e.g., asking a contact to introduce you to another
and letting the sample exponentially grow from there) is a method of data gath-
ering based on chance meetings. Similarly, grounded theory, inductivism, and
open-ended or unstructured questions are all founded on the belief that
researchers cannot know from the start where their observations may lead.

Let us consider some actual research experiences that involve chance learn-
ing. In the following excerpt, Lara Foley speaks of how she came across her
research site:

I sort of picked my topic by convenience. I wanted to do an ethnography.
I had been volunteering at an organization that would have been perfect
for my general interests in gender, health, and sexuality. When I approached
the local people in charge about doing research, they were excited, but the
national organization required quite a bit of red tape to approve research
proposals. While I loved graduate school, I was ready to finish and get a
real paycheck. I didn’t want to wait the time it would take to jump through
that organization’s hurdles. I waffled around for a bit and then one day
I was driving on the outskirts of town and a large sculpture of hands
caught my eye. Next to the sculpture was a small building that housed a
midwifery school. I called them up, told them I wanted to do research, and
they were thrilled. I started volunteering right away.

As seen in the next excerpt, chance also comes into play in the literature
review phase of a dissertation. For example, when you are perusing books and
other publications, you may learn a good deal of new material unexpectedly.
As Darin Weinberg explains,

I am convinced that, at least in my case, it would have been a pipe dream
to think I might be able to get comprehensively acquainted with some

Selecting a Topic

particular literature that was decisively relevant to my research. What
I found was quite the opposite. The more I read the more I realized that
there were any number of directions in which the dissertation might have
been fruitfully pursued. The topics about which I read evolved in part due
to the purely chance discovery of materials in the literature that bore unan-
ticipated influences on the direction of my own thinking. This chance
development of my thinking, rather than some set of artificially imposed a
priori boundaries on what might conceivably be relevant to my research,
dictated the shape the dissertation ultimately took.

Finally, chance factors also influence data collection. In John Talmage’s
case, his research subjects would disappear and reappear from his site (i.e., the
street of a large city in the Southeast) as a function of police practices, or as he
puts it, “the city’s efforts to control the homeless population through police
crackdowns.”

Given the importance of chance learning, as indicated in these stories, you
should choose your resedrch topic with a good deal of flexibility. This is not an
excuse for wandering through the universe waiting for that moment of enlighten-
ment when everything becomes clear. That kind of Zen, epiphanic, or “eureka”
experience is rare. Instead, what we have in mind is similar to what Michelle
Miller-Day referred to earlier in this chapter as planned flexibility. Instead of
choosing a topic first and then forcing the analysis to fit your selection, let your
empirical observations inform what your research topic is. Of course, as you get
further along with your work, with the help of your advisor, you will have to
disengage from the world of chance and slowly commit yourself to patterns,
recurrent themes, and analytical categories.
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CONCLUDING REMARKS

Like most dispositions, whether you tend to be a simplistic inductivist, kitchen-
sinker, or grand theorist is likely to arise from a combination of temperament
and experience. As such, you are unlikely to be deflected by simply reading a
chapter in a book. So it is likely that reading this chapter will not convert you,
but we hope it at least helps you to become more skilled in your chosen path.

On the other hand, it may be overly reductionist to view these three tenden-
cies as personal dispositions. Jay Gubrium (personal correspondence) has sug-
gested to me that simplistic inductivism, kitchen-sinkism, and grand theory are
occupational hazards of all social science inquiry. In this sense, they are tenden-
cies present in all of us and we need to be constantly wary of them if our enter-
prise is going to be theoretically informed and empirically grounded.
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NOTE

1. See Chapter 15 for further discussion of studies of these topics in relation to eval-
uating the “quality” of qualitative research.

Selecting a Topic

KEY POINTS

Selecting a research topic can be made easier if you resist three temptations:
Simplistic inductivism assumes that we need make no assumptions in study-
ing the world. Instead, hypotheses will somehow just emerge if we just “hang
out” with the aim of faithfully representing subjects’ worlds. Simplistic induc-
tivism is at best a convenient myth that ignores the theory-saturated nature of
any observation and can be an excuse for sloppy, unfocused research.
It is best countered by

o Using concepts as sensitizing resources

o Using other people’s generalizations

e Introducing a third variable

The kitchen-sink gambit seeks to include every aspect of a problem that you
can think of in order to show the breadth of your knowledge and to impress
potential supervisors. However, if you define your topic very widely, you will
usually be unable to say anything at great depth about it. Depth rather than
breadth is what characterizes a good research proposal.

It can be countered by ’

o Drawing a flow chart

o Finding a puzzle

o Looking through a zoom lens

Grand theorists build theoretical empires. Stuck firmly in their armchairs,
such theorists need never trifle with mere facts. The consequence may not be
enlightenment but merely cobwebs of verbiage.

This tendency can be countered by

o Ignoring the latest fashions

o Finding some data

FURTHER READING

To help you think some more in defining your research, we recommend three
basic texts: Amanda Coffey and Paul Atkinson’s Making Sense of Qualitative
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Data (1996), Chapter 1; Jennifer Mason’s Qualitative Researching (1996),
Chapters 1-2; and David Silverman’s Interpreting Qualitative Data: Methods
for Analysing Talk, Text and Interaction (2001), Chapter 1. Useful but more
specialized texts are Pertti Alasuutari’s Researching Culture (1995), Chapter 13;
Martyn Hammersley and Paul Atkinson’s Ethnography: Principles in Practice
(1983), Chapter 2; and Anselm Strauss and Juliet Corbin’s Basics of Qualitative
Research (1990), Chapters 1-4.

1. Attempt to relate your research ideas to ONE or ALL of the types of “sensitivity”
discussed previously:

e Historical
e Political

o Contextual
How might this lead you to reformulate your research interest?
2. Review any theoretical or research study with which you are familiar. Try to postulate

new conditions that might allow you to develop a new but related research topic.

3. Try adding a few extra variables into your area of research interest. Now work out
which of these variables would add the most depth to your project and/or be most
simply researched (e.g, is the data available and can it be relatively easily gathered?).

1. Draw a flow chart of no more than one page setting out your key concepts and
how they relate.

2. Review your area of research interest in terms of the following questions and for-
mulate your research problem in terms of ONE kind of puzzle:

e How or why did X develop? (a developmental puzzle)
o How does X work? (a mechanical puzzle)

e What causes X or what influence does X have on Y? (a causal puzzle)
(Mason, 1996, p. 14)

Selecting a Topic

3. Use the zoom lens technique to focus in on some manageable "unit of one”
which might serve as an initial data set to resolve your puzzle.

Howard Becker is the author of a very useful hook for research students called Tricks of
the Trade (1998). One trick he suggests is the following exercise:

1. Ask your supervisor (or a fellow student who knows your work reasonably well) to
offer a snap characterization of what you are trying to find out.

2. Now respond to this characterization of your work {e.g., by denying it or modifying it).

This exercise, says Becker, should help you get a better understanding of what you are
trying to do.

1. Use Internet resources or online library search engines to find out what your
favorite theorists or sociologists wrote their dissertations about. Do you see any
similarity or continuity between the dissertation topic and the later work for
which these scholars are known?

2. Do the same research on your advisor and/or committee members. If they don't
mind, ask them how or why their research stayed or did not stay on the same
track as their dissertation.

3. Do you discern a pattern? That is, is it true that successful social scientists are
typically those whose dissertation topic is closely related to their later work? If so,
what is the implication of this observation for your own dissertation research?
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Using Theories

INTRODUCTION

Some people become qualitative researchers for rather negative reasons.
Perhaps they are not very good at statistics (or think they are not) and so are
not tempted by quantitative research. Or perhaps they have not shone at
library work and so are not tempted to write a purely theoretical dissertation.

However, the latter disposition begs the question of the relevance of theory
to research. In part, this varies among social science disciplines. For, at least
until recently, the different social sciences seemed to vary in the importance they
attached to theory. To take just two examples, psychologists and anthropolo-
gists, for all their differences, both seemed to downplay theory.

For psychologists, the benchmark was the laboratory study. Their motto
seemed to be, “demonstrate the facts through a controlled experiment and the
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theories will take care of themselves.” Anthropologists were just as interested in
“the facts,” although their most important facts were revealed in observational
case studies of groups or tribes usually found in faraway lands. Until recently,
however, most English-speaking anthropologists followed psychologists in ele-
vating facts above theories.

By contrast, generations of British sociology students have been made very
aware of the primary importance attached to theory in their discipline. For
instance, although undergraduate sociology courses tend to be split into three
main areas (the “holy trinity” of social theory, social structure, and research
methods), it is the course in social theory that is usually given the most prestige.
Moreover, theory has recently become much more important in psychology and
anthropology, as battles have commenced between traditionalists and qualita-
tive discourse analysts (in psychology), and postmodern and gender theorists (in
anthropology).

The social sciences’ concern with theory is reflected in how PhD dissertations
are assessed. As we saw in Chapter 5, the discovery of new facts is rarely an
important or even challenging criterion in the assessment of most qualitative
research. Any scientific finding is usually to be assessed in relation to the theo-
retical perspective from which it derives and to which it may contribute. This
means that, although facts are never unimportant, they are always subsidiary to
theories. Successful dissertations display “independent critical thought” (in the
words of the University of London PhD regulations) by engaging with theory.

However, this begs an important question. What is theory? In the next sec-
tion, we show why, for qualitative researchers, theory is altogether more inter-
esting than the dry pages of theory textbooks. Later sections deal with the
differences between theories, models, and hypotheses and the role of generaliza-
tions in building theories. The chapter concludes with some tips about how to
theorize with your data.

WHAT IS THEORY?

O’Brien has used the example of a kaleidoscope to answer this question. As he
explains,

A kaleidoscope . . . [is a] child’s toy consisting of a tube, a number of
lenses and fragments of translucent, coloured glass or plastic. When you
turn the tube and look down the lens of the kaleidoscope the shapes and
colours, visible at the bottom, change. As the tube is turned, different
lenses come into play and the combinations of colour and shape shift from
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one pattern to another. In a similar way, we can see social theory as a sort
of kaleidoscope—by shifting theoretical perspective the world under
investigation also changes shape. (1993, pp. 10-11)

How theory works as a kaleidoscope can be vividly seen in a concrete
example taken from Livingston (1987). He asks us to imagine that we have
been told to carry out some social research on city streets. Where should we
begin? Some alternatives are set out in Table 7.1.

Table 7.1  Viewing a Street: Data Possibilities

1. Official statistics (traffic flow, accidents)
2. Interviews (how people cope with rush hours)
3. Observation from a tower (viewing geometric shapes)

4. Observation/video at street level (how people queueforganize their movements)

SOURCE: Adapted from Livingston (1987), pp. 21-27.

As Livingston points out, each of these different ways of looking involves
basic theoretical as well as methodological decisions. Very crudely, if we are
attached to social theories that see the world in terms of correlations between
social facts (think of demography or macroeconomics), we are most likely to
consider gathering official statistics (option 1 in Table 7.1). By contrast, if we
think that social meanings or perceptions are important (as in certain varieties of
sociology and psychology), we may be tempted by the interview study (option 2).
Or if we are anthropologists or those kinds of sociologists who want to observe
and/or record what people actually do iz situ, we might elect options 3 or 4. But
note the very different views of people’s behavior we get from looking from on
high (3), where people look like ants forming geometrical shapes like wedges,
versus from street level (4), where behavior seems miuch more complex.

The point is that none of this data is more real or more true than the others.
For instance, pecple are not really more like ants or complex actors. It all
depends on our research question. And research questions are inevitably theo-
retically informed.”Even earth policy-oriented research designed to evaluate
some social service will, as Livingston implies, embed itself in theoretical issues
as soon as it selects a particular evaluation method (see our discussion on HIV
counseling research in Chapter 8).
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So we do need social theories to help us to address even quite basic issues in
social research. Howard Becker quotes a famous American social psychologist
of the past to make just this point:

One can see the empirical world only through some scheme or image of it.
The entire act of scientific study is oriented and shaped by the underlying
picture of the empirical world that is used. This picture sets the selection
and formulation of problems, the determination of what are data, the kinds
of relations sought between data, and the forms in which propositions are
cast. (Blumer, 1969, pp. 24-25)

However, O’Brien’s analogy of a kaleidoscope and Livingston’s example of
viewing a city street only take us so far. But what precisely is a theory? And
how does it differ from a hypothesis?

Questions like this mean that we can no longer postpone the potentially tire-
some business of defining our terms. Once we have completed these definitions,
we will, once again, provide a set of concrete examples to clarify what we mean.

THEORIES, MODELS, AND HYPOTHESES

In this section, we shall be discussing models, concepts, theories, hypotheses,
methods, and methodologies. In Table 7.2, we set out how each term will be used.

Table 7.2 Basic Research Terms

Term Meaning Relevance

Model An overall framework for looking Usefulness
at reality (e.g., behavioralism,
feminism)

Concept An idea deriving from a given Usefulness
model (e.g., “stimulus-response,”
“oppression”)

Theory A set of concepts used to define Usefulness
and/or explain some phenomenon

Hypothesis A testable proposition Validity

Methodology A general approach to studying Usefulness
research topics

Method A specific research technique Good fit with model,

and methodology theory, hypothesis

SOURCE: Silverman (2001), p. 3.

Using Theories

As we see from Table 7.2, models provide an overall framework for how we
look at reality. In short, they tell us what reality is like and the basic elements it
contains (ontology) and what is the nature and status of knowledge (epistermol-
ogy)- In this sense, models roughly correspond to what are more grandly referred
to as paradigms.

In social research, examples of such models are functionalism (which looks
at the functions of social institutions), behavioralism (which defines all behav-
ior in terms of stimulus and response), interactionism (which focuses on how we
attach symbolic meanings to interpersonal relations), and ethnomethodology

(which encourages us to look at people’s everyday ways of producing orderly '

social interaction).

‘Within the narrower sphere of qualitative research, Gubrium and Holstein
(1997) use the term idiom to encompass both the analytical preferences indi-
cated by model and tastes for particular vocabularies, investigatory styles, and
ways of writing. They distinguish (and criticize) four different idioms:

e Naturalism: a reluctance to impose meaning and a preference to “get out
and observe the field”

o Ethnomethodology: shares naturalism’s attention to detail but looks in detail
at people’s taken-for-granted ways of creating orderly social interaction

o Emotionalism: desires “intimate” contact with research subjects and favors
the personal biography

o Postmodernism: seeks to deconstruct the concepts of the subject and the field

Concepts are clearly specified ideas deriving from a particular model. Examples
of concepts are social function (deriving from functionalism), stimulus/response
(behavioralism), definition of the situation (interactionism), and the documen-
tary method of interpretation (ethnomethodology). Concepts offer ways of look-
ing at the world that are essential in defining a research problem.

Theories arrange sets of concepts to define and explain some phenomenon.

As Strauss and Corbin put it, “Theory consists of plausible relationships pro-
duced among concepts and sets of concepts” (1994, p. 264).

Without a theory, such phenomena as death, tribes, and families cannot
be understood. In this sense, without a theory there is nothing to research. So
theory provides a footing for considering the world, separate from, yet about,
that world. In this way, theory provides both

1. a framework for critically understanding phenomena and

2. a basis for considering how what is unknown might be organized (Jay
Gubrium, personal correspondence).

N
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By provoking ideas about the presently unknown, theories provide the
impetus for research. As living entities, they are also developed and modified
by good research. However, as used here, models, concepts, and theories are
self-confirming in the sense that they instruct us to look at phenomena in par-
ticular ways. This means that they can never be disproved but only found to
be more or less useful.

This last feature distinguishes theories from hypotheses. Unlike theories,
hypotheses are tested in research. Examples of hypotheses, discussed in Silverman
(2001), are

o How we receive advice is linked to how advice is given
e Responses to an illegal drug depend upon what one learns from others

e Voting in union elections is related to nonwork links between union
members

In many qualitative research studies, there is no specific hypothesis at the
outset. Instead, hypotheses are produced (or induced) during the early stages of
research. In any event, unlike theories, hypotheses can, and should, be tested.
Therefore, we assess a hypothesis by its validity or truth.

A methodology refers to the choices we make about cases to study, methods
of data gathering, forms of data analysis, and so on, in planning and executing
a research study. So our methodology defines how one will go about studyifg

any phenomenon. In social research, methodologies may be defined very broadly

(e.g., qualitative or quantitative) or more narrowly (e.g., grounded theory or
conversation analysis). Like theories, methodologies cannot be true or false,
only more or less useful. ‘ ‘

Finally, methods are specific research techniques. These include quantitative
techniques, like statistical correlations, as well as techniques like observation,
not true or false. They are more or less useful, depending on their fit with the
theories and methodologies being used and the hypothesis being tested and/or
the research topic that is selected. So, for instance, behavioralists may favor
quantitative methods and interactionists often prefer to gather their data by
observation. But, depending on the hypothesis being tested, behavioralists may
sometimes use qualitative methods—for instance, in the exploratory stage of
research. Equally, interactionists may sometimes use simple quantitative meth-
ods, particularly when they want to find an overall pattern in their data.

The relation among models, concepts, theories, hypotheses, methodology,
and methods can be set out schematically as in Figure 7.1.

Using Theories

Reading Figure 7.1 downward, each concept reflects a lower level of gen-
erality and abstraction. The arrows from “findings™ to “hypotheses” indicate
a feedback mechanism through which hypotheses are modified in the light of
findings.
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SOME EXAMPLES

Let me now try to put flesh on the skeleton set out in

Figure 7.1 through the use of some concrete examples. Hofels
Imagine that we have a general interest in the gloomy |
topic of death in society. How are we to research this Concepts
topic?
Before we can even define a research problem, let
alone develop a hypothesis, we need to think through Theories
some very basic issues. Assume that we are the kind of
social scientist that prefers to see the world in terms of X
how social structures determine behavior, following Hypotheses €

sociologist Emile Durkheim’s (1951) injunction to treat
social facts as real “things.” Such a model of social life
will suggest concepts that we can use in our research on Methodology
death. Using such a model, we will tend to see death in
terms of statistics relating to rates of death (or mortal-
ity). And we will want to explain such statistics in terms Method
of other social facts such as age or social class.
Armed with our concepts, we might then construct
a theory about one or another aspect of our topic. For Findings

instance, working with our assumption that death is a

social fact, determined by other social facts, we might ~Figure 7.1 Levels of Analysis

develop a theory that the rate of early death among

children, or infant mortality, is related to some social

fact about their parents, say their social class. From this theory, it is a quick step
to the hypothesis that the higher the social class of its parents, the lower the like-
lihood of a child dying within the first year of its life. This hypothesis is some-
times expressed as saying that there is an inverse relationship between social
class and infant mortality.

As already implied, a model concerned with social facts will tend to favor a
quantitative methodology, using methods such as the analysis of official statis-
tics or the use of large-scale social surveys based on apparently reliable fixed-
choice questionnaires. In interpreting the findings of such research, one will
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Model of social facts

Mortality, social class

Social class and infant mortality

Inverse relationship

Analysis of official statistics

Intervening variables?
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Models need to ensure that due account is taken of factors
that may be concealed in simple correlations. For
instance, social class may be associated with qual-
ity of housing and the latter factor (here called an
Concepts intervening variable) may be the real cause of vari-
ations in the rates of infant mortality.

This overall approach to death is set out
schematically in Figure 7.2.

Figure 7.3 sets out a very different way of con-
ceiving death. For certain sociologists, social insti-
tutions are created and/or stabilized by the actions
of participants. A central idea of this model is that
how we label phenomena defines their character.
This, in turn, is associated with the concept of def-
initions of the situation, which tells us to look for

Theories

Hypotheses

Methodology social phenomena in how meaning gets defined by
Quantitative people in different contexts. The overall message
) of this approach is that death should be put in
inverted commas and hence leads to a theory in

Method

which death is treated as a social construct.

Of course, this is very different from the social
fact model and, therefore, nicely illustrates the
importance of theories in defining research prob-
lems. Its immediate drawback, however, may be
that it appears to be counterintuitive. After all,

N
Findings

Figure 7.2

you may feel, death is surely an obvious fact.
Either we are dead or not dead and, if so, where
does this leave constructionism?

Let us cite two cases that highlight the counterargument. First, in 1963, after
President Kennedy was shot, he was taken to a Dallas hospital with, according
to contemporary accounts, half of his head shot away. Our hunch is that if one
of us were to arrive in a casualty department in this state, we would be given a
cursory examination and then recorded as “dead on arrival” (DOA). Precisely
because they were dealing with a president, the staff had to do more than this.
So they worked on Kennedy for almost an hour, demonstrating thereby that
they had done their best for such an important patient (cf. Sudnow, 1968a).

Now think of contemporary debates about whether or when severely injured
people should have life-support systems turned off. Once again, acts of defini-
tion constitute whether somebody is alive or dead. And note that such defini-
tions have real effects.

Death as a Social Fact
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Of course, such a way of looking at Models
how death is socially constructed (some- interactionist model of labeiling
times called social constructionism) is just
one way of theorizing this phenomenon,
not intrinsically better or worse than the
social fact approach. But, once we adopt
one or another model, it starts to have a
big influence on how our research pro-
ceeds. For instance, as we have seen, if
“DOA?” can be a label applied in different
ways to different people, we might
develop a hypothesis about how the label
“dead on arrival” is applied to different
hospital patients.

Because of our model, we would then J
probably try to collect research data Methodologies
that arose in such naturally occurring Naturally occurring data
(or non-research-generated) contexts as
actual hospitals, using methods like
observation and/or audio or video record-
ing. Note, however, that this would not
rule out the collection of quantitative
data (say from hospital records). Rather,
it would mean that our main body of data
would probably be qualitative. Following

Concepts
Definitions of the situation

Theories

Social construction of death

What constitutes “DOA™?

Methods
Observation, recording

Findings
Decision making by medical staff

Hypotheses <
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earlier research (e.g., Dingwall & Murray, Figure 7.3
1983; Jeffery, 1979), our findings might

show how age and presumed moral sta-

tus are relevant to such medical decision making as well as social class. In
turn, as shown in Figure 7.3, these findings would help us refine our initial
hypothesis. '

Death as a Social Construction

GENERALIZATIONS AND THEORY BUILDING

Theorizing about data does not stop with the refinement of hypotheses. In this
section, we will show how we can develop generalizations out of successfully
tested hypotheses and, thereby, contribute to building theories. Further discus-
sion of theory building, in the context of grounded theory (Strauss & Corbin,
1990), is found in Chapters 12 and 13.
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First, we need to recognize that case studies, limited to a particular set of
interactions, still allow one to examine how particular sayings and doings are
embedded in particular patterns of social organization.

A classic case of an anthropologist using a case study to make broader gener-
alizations is found in Douglas’s (1975) work on a Central African tribe, the Lele.
Douglas noticed that an anteater, what Western zoologists call a pangolin, was
very important to the Lele’s ritual life. For the Lele, the pangolin was both a cult
animal and an anomaly. It was perceived to have both animal and human
characteristics—for instance, it tended only to have one offspring at a time, unlike
most other animals. It also did not readily fit into the Lele’s classification of land
and water creatures, spending some of its time on land and some time in the
water. Curiously,-among animals that were hunted, the pangolin seemed to the
Lele to be unique in not trying to escape but almost offering itself up to its hunter.

Fortunately, Douglas resisted what might be called a tourist response, mov-
ing beyond curiosity to systematic analysis. She noted that many groups who
perceive anomalous entities in their environment reject them out of hand. To
take an anomalous entity seriously might cast doubt on the “natural” status of
your group’s system of classification.

The classic example of the rejection of anomaly is found in the Old Testament.
Douglas points out that the reason why the pig is unclean, according to the Old
Testament, is that it is anomalous. It has a cloven hoof, which, following the Old
Testament, makes it clean, but it does not chew the cud—which makes it dirty. So
it turns out that the pig is particularly unclean precisely because it is anomalous.
Similarly, the Old Testament teachings on intermarriage work in relation to
anomaly. Although you are not expected to marry somebody of another tribe, to
marry the offspring of a marriage between a member of your tribe and an outsider
is even more frowned upon. In both examples, anomaly is shunned.

However, the Lele are an exception: they celebrate the anomalous pangolin.
What this suggests to Douglas is that there may be ne universal propensity
to frown upon anomaly. If there is variability from community to community,
then this must say something about their social organization.

Sure enough, there is something special about the Lele’s social life. Their expe-
rience of relations with other tribes has been very successful. They exchange
goods with them and have little experience of war.

What is involved in relating well with other tribes? It means successfully cross-
ing a frontier or boundary. But what do anomalous entities do? They cut across
boundaries. Here is the answer to the puzzle about why the Lele are different.

Douglas is suggesting that the Lele’s response to anomaly derives from expe-
riences grounded in their social organization. They perceive the pangolin favor-
ably because it crosses boundaries just as they themselves do. Conversely, the
Ancient Israelites regarded anomalies unfavorably because their own experience
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of crossing boundaries was profoundly unfavorable. Indeed, the Old Testament
reads as a series of disastrous exchanges between the Israelites and other tribes.

By means of this historical comparison, Douglas has moved from a single-
case explanation to a far more general theory of the relation between social
exchange and response to anomaly. Glaser and Strauss (1968) have described
this movement toward greater generality as a move from substantive to formal
theory. In their own research on hospital wards caring for terminally ill patients,
they show how, by using the comparative method, we can develop accounts of
people’s own awareness of their impending death (i.e., a substantive theory) to
accounts of a whole range of awareness contexts (formal theory).

Douglas’s account of the relation between responses to anomaly and experi-
ences of boundary crossing can also be applied elsewhere. Perhaps bad experiences
of exchanges with other groups explains why some Israeli Jews and Palestinian
Muslims are so concerned to mark their own identity on the “holy places” in
Jerusalem and reject (as a hateful anomaly) multiple use of the same holy sites?

In any event, Douglas’s study of the Lele exemplifies the need to locate how
individual elements are embedded in forms of social organization. In her case,
this is done in an explicitly Durkheimian manner which sees behavior as the
expression of a “society” which works as a “hidden hand” constraining and
forming human action. Alternatively, Moerman (1974) indicates how, by using
a constructionist framework, one can look at the fine detail of people’s activi-
ties without treating social organization as a purely external force. In the latter
case, people cease to be “cultural dopes” (Garfinkel, 1967) and skillfully repro-

~ duce the moral order.
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HOW TO THEORIZE ABOUT DATA

Unlike Moerman or Douglas, most readers will not bring to their research any
very well-defined set of theoretical ideas. If you are in this position, your prob-
lem will be how you can use data to think in theoretical terms. The following

~ list is intended merely as a set of suggestions. Although it cannot be exhaus-

tive, it should serve as an initial guide to theorizing dbout data. It can also be
read in conjunction with our discussion of the three kinds of research sensitiv-
ity in Chapter 6.

In carrying out your research, it is suggested that you think about the follow-
ing six issues:

1. What and how questions: Avoid the temptation to rush to explanations
of your data. Don’t begin with why questions. Instead, ask yourself
what verbal and behavioral and contextual resources are being used



140

Part II: Starting Out

here and look for the detail of how they are being used (and with what
consequences).

2. Chronology: Look at the timing of people’s behavior or their use of time
in their accounts. Alternatively, gather data over time in order to look at
processes of change. If appropriate, try searching out historical evidence
that may at least suggest how your research problem came into being.

3. Context: How is your data contextualized in particular organizational set-
tings, social processes, or sets of experiences? For instance, as Moerman
shows, answering an interviewer’s question may be different from engag-
ing in the activity that is the topic of the interview. Therefore, think about
how there may be many versions of your phenomenon.

4. Comparison: Like Douglas, who generated her theory by comparing how
different groups treated anomalies, always try to compare your data with
other relevant data. Even if you cannot find a comparative case, try to
find ways of dividing your data into different sets and compare each one.
Remember that the comparative method is the basic scientific method.

5. Implications: When you are reporting your research, think about how
what you have discovered may relate to broader issues than your origi-
nal research topic. In this way, a very narrow topic (e.g., how the Lele
perceive the pangolin) may be related to much broader social processes
(e.g., how societies respond to anomalous entities).

6. Lateral thinking: Be like the Lele. Don’t erect strong boundaries between
concepts but explore the relations between apparently diverse models,
theories, and methodologies. Celebrate anomaly!

CONCLUDING REMARKS

The philosopher of science Thomas Kuhn (1970) has described some social
sciences as lacking a single, agreed set of concepts. In Kuhn’s terms, this makes
social research “pre-paradigmatic” or at least in a state of competing para-
digms. As we have already implied, the problem is that this has generated
a whole series of social science courses, which pose different social science
approaches in terms of either/or questions.

Such courses are much appreciated by some students. They learn about the
paradigmatic oppositions in question, choose A rather than B and report back,
parrot fashion, all the advantages of A and the drawbacks of B. It is hardly sur-
prising that such courses produce very little evidence that such students have
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ever thought about anything—even their choice of A is likely to be based on
their teacher’s implicit or explicit preferences. This may, in part, explain why so
many undergraduate social science courses actually provide a learned incapac-
ity to go out and do research.

Learning about rival “armed camps” in no way allows you to confront
research data. In the field, material is much more messy than the different camps
would suggest. Perhaps there is something to be learned from both sides, or,
more constructively, perhaps we start to ask interesting questions when we reject
the polarities that such a course markets?

Even when we decide to use qualitative and/or quantitative methods, we
involve ourselves in theoretical as well as methodological decisions. These deci-
sions relate not only to how we conceptualize the world but also to our theory
of how our research subjects think about things.

But theory only becomes worthwhile when it is used to explain something.
Becker (1998, p. 1) reports that the great founder of the Chicago School, Everett
Hughes, responded grumpily when students asked what he thought about
theory. “Theory of what?” he would reply. For Hughes, as for us, theory without
some observation to work upon is like a tractor without a field.

Theory, then, should be neither a status symbol nor an optional extra in a
research study. Without theory, research is impossibly narrow. Without research,
theory is mere armchair contemplation.
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KEY POINTS

Research questions are inevitably theoretically informed. So we do need social
theories to help us address even quite basic issues in social research. But
theories need to be distinguished from models and concepts:
Models provide an overall framework for how we look at reality.
Concepts are clearly specified ideas deriving from a particular model.
Theories arrange sets of concepts to define and explain some phenomenon.
Methodologies define how one will go about studying any phenomenon.

Methods are specific research techniques.
You can improve your ability to theorize about data by thinking about

o What and how questions

e Chronology: gathering data over time in order to look at processes of change
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o Context: considering how your data is contextualized in particular orga-
nizational settings, social processes, or sets of experiences

o Comparison: trying to find ways of dividing your data into different sets
and comparing each one

o Implications: thinking about how what you have discovered may relate
to broader issues than your original research topic

o Lateral thinking: exploring the relations between apparently diverse mod-
els, theories, and methodologies

FURTHER READING

Seale, Gobo, Gubrium, and Silverman’s edited book Qualitative Research
Practice (2004) contains seven chapters that show the relevance of seven con-
temporary theories to qualitative research (Part II, “Analytic Frameworks”,
pp. 107-213). Becker’s (1998) book Tricks of the Trade contains two chapters
that are highly relevant to learning how to theorize about your data (Chapter 2
on “Imagery” and Chapter 4 on “Concepts”). Jaber Gubrium and James
Holstein’s (1997) text The New Language of Qualitative Method is an invalu-
able, thought-provoking guide to the vocabularies, investigatory styles, and
ways of writing of different theoretical idioms.

Howard Becker reports that his colleague Bernard Beck responded to students seeking to
theorize about their data by instructing them, “Tell me what you've found out, but with-
out using any of the identifying characteristics of the actual case” (Becker, 1998, p. 126).

Becker gives the example of his own research on Chicago teachers, which seemed-to
show that these teachers sought to improve their situation by moving to different schools
rather than trying to get promoted in their present school. Using his data but forbidden
to talk about teachers or schools, how might Becker have generated an account of his
research that would have satisfied Beck?

CHAPTER 8

Choosing a Methodology

INTRODUCTION

As we saw in Chapter 7, decisions about methodology are always theoretically
loaded. In this chapter, we provide more specific advice about the role of
methodological issues in the way you design your research study. First, we
introduce the concept of research strategy. This is then illustrated by a case
study. Next we discuss the contentious topic of whether naturally occurring
data has a special place in qualitative research design. Finally, we examine
whether it makes sense to use multiple research methods.
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YOUR RESEARCH STRATEGY

In Chapter 7, we defined methodology as “a general approach to studying
research topics.” In this sense, your choice of method should reflect an “overall
research strategy” (Mason, 1996, p. 19), as your methodology shapes which
methods are used and how each method is used.

Four issues arise when you decide that strategy:

o Making an early decision about which methods to use
° Understahding the link between methods, methodologies, and society
o Appreciating how models shape the meaning and use of different methods

e Choosing method(s) appropriate to your research topic

An Early Decision

Knowing what you want to find out leads inexorably to the question of
how you will get that information. (Miles & Huberman, 1984, p. 42)

In quantitative research, it is expected that you begin by establishing a set
of variables and methods (often using already-existing, proven measures).
However, when you are at the start of a piece of qualitative research, how far
are you forced to choose between different methods?

This question is raised by Miles and Huberman (1984), who suggest that
qualitative researchers have a range of options in how far they use what the
authors call “prior instrumentation” (i.e., predefined methods and measures):

e No prior instrumentation: Fieldwork must be open to unsuspected
phenomena, which may be concealed by “prior instrumentation”; all you
really need are “some orienting questions, some headings for observations
(and) a rough and ready document analysis form” (Miles & Huberman,
1984, p. 42).

e Considerable prior instrumentation: If the research is not focused, you
will gather superfluous data; using measures from earlier studies allows
for comparability.

o An open question: Exploratory studies need to be far less structured than
confirmatory studies; if your sample size is very small, then cross-case
comparison will be more limited and, therefore, the need for standardized
research instruments will be less.
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Miles and Huberman show that, although prior structuring of a research
design is more common in quantitative studies, such structuring is worth con-
sidering in more qualitative work. Thus, there have to be good reasons for any
decision to begin a study with no prior instrumentation. Qualitative research can
be highly structured, and what Miles and Huberman call “no prior instrumen-
tation” should not be regarded as the default option for nonquantitative
research. An early decision about your preferred methods is therefore preferable.

Methods Are Linked to Methodologies and to Society

Most research methods can be used in research based on either qualitative or
quantitative methodologies. This is shown in Table 8.1. The table underlines
our earlier point that methods are techniques that take on a specific meaning
according to the methodology in which they are used. All this means is that we
need to resist treating research methods as mere techniques.

To take just one example, although there are quantifiable, standardized
observation schedules, observation is not generally seen as a very important
method of data collection in quantitative research. This is because it is difficult
to conduct observational studies on large samples. Quantitative researchers
also argue that observation is not a very reliable data-collection method
because different observers may record different observations. If used at all,
observation is held to be only appropriate at a preliminary, or exploratory, stage
of research.

Table 8.1  Different Uses for Four Methods

Methodology

Method Quantitative Research Qualitative Research

Fundamental to understanding
another culture

Observation  Preliminary work, e.g., prior to
framing questionnaire

Textual Content analysis, i.e., counting in Understanding participants’

analysis

terms of researchers’ categories

categories

Interviews Survey research: mainly Open-ended questions to
fixed-choice questions to small samples
random samples

Transcripts Used infrequently to check the Used to understand how

accuracy of interview records

participants organize their
talk and body movements

SOURCE: Silverman (2001), p. 12.
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Conversely, observational studies have been fundamental to much qualitative
research. Beginning with the pioneering case studies of non-Western societies by
early anthropologists (Malinowski, 1922; Radcliffe-Brown, 1948) and continu-
ing with the work by sociologists in Chicago prior to the Second World War
(Hughes, 1984), the observational method has often been the chosen method to
understand another culture or subculture.

But there is a broader, societal context in which methods are located and
deployed. As a crude example, texts depended on the invention of the printing
press or, in the case of television or audio recordings, on modern communica-
tion technologies.

Moreover, such activities as observation and interviewing are not unique to
social researchers. For instance, as Foucault (1977) has noted, the observation
of the prisoner has been at the heart of modern prison reform, whereas the
method of questioning used in the interview reproduces many of the features
of the Cathiolic confessional or the psychoanalytic consultation. Its pervasive-
ness is reflected by the centrality of the interview study in so much contempo-
rary social research. Think, for instance, of how much interviews are a central
(and popular) feature of mass media products, from “talk shows” to celebrity
interviews. Perhaps we all live in what might be called an interview society in
which interviews seem central to making sense of our lives (see Atkinson &
Silverman, 1997).

This broader societal context may explain qualitative researchers’ temptation
to use methods such as the interview. Of course, such a link between culture and
method should be an opportunity to question ourselves about our methodolog-
ical preferences. However, such self-questioning (sometimes, mistakenly, we
think, referred to as reflexivity) does not itself provide a warrant for the choices
we make. As we argue in Chapters 14 and 15, such a warrant depends on the
robustness and credibility of our research design.

Models Shape the Meaning of Methods

Many qualitative researchers believe that they can provide a deeper under-
standing of social phenomena than would be obtained from purely quantitative
data. However, such purportedly “deep” understanding arises in qualitative
researchers’ claims to have entered and mapped very different territories such as
inner experiences, language, narratives, sign systems, or forms of social interac-
tion. Some of these claims, associated with different qualitative models, are set
out in Table 8.2.

Each activity shown in Table 8.2 is not neutral but depends on an implied
model of how social reality works. In this table, we have simplified different
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Table 8.2  Methods and Models of Qualitative Research

Method Model I Model IT

Observation “Background” material Understanding of subcultures
Texts and “Background” material Understanding of language and
documents ’ other sign systems

Interviews Understanding “experience”  Narrative construction

Audio- and Little used Understanding how interaction is
videorecording organized

approaches into just two models. However, in terms of Gubrium and Holstein’s
(1997) four idioms discussed in Chapter 7, naturalists give priority to under-
standing subcultures, emotionalists favor understanding “experience” and focus
on the open-ended interview, ethnomethodologists prefer to understand inter-
action, and postmodern theorists prioritize sign systems.

Such idioms or models are a necessary but not sufficient warrant for a claim
that any given research method has been properly used. So a purely theoretical
warrant does not guarantee that a method will be appropriately used in a par-
ticular data analysis.

Choosing an Appropriate Method

There are no right or wrong methods. There are only methods that are
appropriate to your research topic and the model with which you are working.

Let us take two contrasting examples from Chapter 4. Tippi was interested
in the experience of living in a community of elderly people. Her concept of
experience clearly derives from an emotionalist model. This makes her choice of
open-ended interviews entirely appropriate. By contrast, if she were interested
instead in how people bebave in such a community, this naturalist topic might
have suggested that she should use observational methods.

Anne’s research was concerned with how a narrative changes as it is moved
from book to television or radio. Her intention to observe what happens dur-
ing the process of production seems to be a highly appropriate method for this
topic. However, she also wanted to interview the participants to understand
their motivation.

The problem here is the potential coriflict within her research design between

emotionalist and naturalist models. If she primarily wants to understand behav-

iors, then the naturalist stress on observation makes most sense. By contrast, if
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experience and motivation are really her thing, then she should stick with the
interview method, This argument is developed in our discussion of multiple
methods later in this chapter.

Of course, sometimes it does make sense to think laterally and to combine
methods and models. But the safest option for most apprentice researchers is
to keep it simple and to have a straightforward fit among the topic, method,
and model.

What follows next is an extended discussion of one case. It shows how
David encountered these issues in designing a study of HIV-test counseling
(Silverman, 1997)./

CHOOSING A METHODOLOGY: A CASE STUDY

Studying Counseling

The counseling study discussed here emerged out of David’s work as a med-
ical sociologist. Between 1979 and 1985, he worked on data from British out-
patient consultations that involved parents and children. At the same time,
he also conducted a small study of adult oncology clinics, comparing National
Health Service and private consultations conducted by the same doctor. This
research was reported in a number of papers (Silverman, 1981, 1983, 1984;
Silverman & Bloor, 1989) and brought together in a book (Silverman, 1987).

In that book, David focused on how apparently “patient-centered” medicine

can work in many different directions.

In 1987, he was given permission to sit in at a weekly clinic held at the
Genito-Urinary Department of an English inner-city hospital (Silverman, 1989).
The clinic’s purpose was to monitor the progress of HIV-positive patients who
were taking the drug AZT (Retrovir). AZT, which seems able to slow down the
rate at which the virus reproduces itself, was then at an experimental stage of
its development.

Like any observational study, the aim was to gather firsthand information about
social processes in a naturally occurring context. No attempt was made to inter-
view the individuals concerned because the focus was on what they actually did in
the clinic rather than on what they thought about what they did. The researcher
was present in the consulting room at a side angle to both doctors and patient.

Patients’ consent for the researcher’s presence was obtained by the senior
doctor. Given the presumed sensitivity of the occasion, tape recording was not
attempted. Instead, detailed handwritten notes were kept, using a separate
sheet for each consultation. The sample was small (15 male patients seen in 37
consultations over seven clinic sessions), and no claims were made about its
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representativeness. Because observational methods were rare in this area, the
study was essentially exploratory. However, as we shall see, an attempt was
made to link the findings to other social research about doctor-patient relations.

As Sontag (1979) has noted, illness is often taken as a moral or psychologi-
cal metaphor. The major finding of this early study was the moral baggage
attached to being HIV-positive. For instance, many patients used a buzzer to
remind themselves to take their medication during the night. As one commented,
“It’s a dead giveaway. Everybody knows what you’ve got.”

However, despite the social climate in which HIV infection is viewed, there was
considerable variation in how people presented themselves to the medical team.
Four styles of “self-presentation” (Goffman, 1959) were identified, which David
called “cool,” “anxious,” “objective,” and “theatrical” (Silverman, 1989). But
there was no simple correspondence between each patient and a particular style
of self-presentation. Rather, each way of presenting oneself was available to each
patient within any one consultation, where it might have a particular social func-
tion. So the focus was on social processes rather than on psychological states.

Along the way, he also discovered how an ethos of “positive thinking” was
central to many patients’ accounts and how doctors systematically concentrated
on the bodies rather than the minds of their patients. This led to some practical
questions about the division of labor between doctors and counselors.

About the time David was writing up this research, Kaye Wellings, who then
was working for the publicly funded Health Education Authority (HEA),
approached him about the possibility of extending his research to HIV counsel-
ing. Until that time, the HEA had been funding research on the effectiveness of
“safer sex” messages carried in the mass media. In the light of the explosion in
the number of HIV tests in the UK in the late 1980s, Kaye thought it might be
useful to take a longer look at the effectiveness of the health promotion messages
being delivered in counseling people before and after the HIV antibody test.

David was interested in such a study for two reasons. First, it was the logical
development of his study of medical interviews with AIDS patients. Second, it
offered the opportunity to pursue his interest in looking at how communication
between professionals and their clients worked out in practice—as opposed to
the injunctions of textbooks and training manuals. Consequently, he submitted
a research proposal and received funding from the HEA for 30 months begin-
ning in late 1988.

The Quantitative Bias

McLeod has reminded us that “almost all counseling and psychotherapy
research has been carried out from the discipline of psychology” (1994, p. 190).
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One consequence has been a focus on quantitative studies concerned with
the attributes of individuals. This has meant that linguistic and sociological
issues, such as language use and social context, have been downplayed (see
Heaton, 1979). .

Such a psychological focus has also had an impact on research design, lead-
ing to the dominance of experimental and/or statistical methods, which are
favored in psychology. Of course, no research method is intrinsically better than
any other; everything will depend on one’s research objectives. So it is only a
question of restoring a balance between different ways of conceiving counseling
research. :

In designing his research proposal, David therefore needed to balance two

competing objectives:

1. His desire to examine how HIV counseling worked in actual counselor—
client interviews

2. Having to adjust to a context in which most counseling research had
been informed by either a quantitative methodology or normative assump-
tions about what constitutes “good” counseling

Designing a Methodology: Three Familiar Options

Quantitative or normative approaches suggest three obvious ways of
researching counseling, all of which appear to take seriously the demands of
validity and reliability. These three methodologies are set out in Table 8.3.

In order to underline the methodological options that arise in the early stages
of research design, we review each strategy in the next paragraphs. In doing so,

Table 8.3  Three Methodologies for Counseling Research

1. Measuring clients’ response to counseling by means of research interviews that
elicit their knowledge and reported behavior. This would involve a longitudinal
study, following a cohort of patients. The study could have either an experimental
or nonexperimental design.

2. Measuring clients’ response to counseling by means of objective behavioral
indicators. This also would involve a longitudinal study, following a cohort of
patients.

3. Measuring the degree of fit between actual counseling practice and certain agreed
normative standards of “good counseling.”

SOURCE: Silverman (1997), p. 16.
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we will see that each raises both methodological and analytic questions. We
shall suggest that, in terms of either or both of these questions, none of these
three strategies is entirely satisfactory.

The Research Interview

As noted in Table 8.3, this might have either an experimental or nonexperi-
mental design.

In the experimental design, we might randomly assign clients to two groups.
In Group 1, clients are counseled, whereas in Group 2, the control group, no
counseling is provided. Both groups are then interviewed about their knowl-
edge of AIDS and how they intend to protect themselves against the disease.
This interview is followed up, some months later, with a further interview
examining their present behavior compared with their reported behavior prior
to the experiment.

In the nonexperimental design, existing counseling procedures are evalu-
ated by a cohort of patients. Again, we might follow up with a cohort some
time later.

The advantage of such research designs is that they permit large-scale studies
that generate apparently hard data, seemingly based on unequivocal measures.
However, a number of difficulties present themselves. Of course, we recognize that
these problems are recognized by researchers who use such research instruments.
In turn, they have ingenious methods for dealing with them. Here are a few:

1. How seriously are we to take patients’ accounts of their behavior? Isn’t
it likely that clients will tend to provide answers that they think
the counselors and researchers will want to hear (see McLeod, 1994,
pp. 124-126)? '

2. Doesn’t the experimental study ignore the organizational context in
which health care is delivered (e.g., relations between physicians and
other staff, tacit theories of “good counseling,” resources available, staff
turnover, etc.)? Such contexts may shape the nature and effectiveness of
counseling in nonlaboratory situations.

3. Even if we can overcome the practical and ethical problems of not pro-
viding, say, pretest counseling to a control group, may not the experi-
ence of being allocated to a control group affect the reliability of our
measures and the validity of our findings (see McLeod, 1994, p. 124)?

4. Don’t both studies treat subjects as “an aggregation of disparate indi-
viduals” who have no social interaction with one another (Bryman,
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1988, p. 39)? As such, they give us little hold on how counseling is orga-
nized as a local, step-by-step social process and, consequently, we may

suspect that we are little wiser about how counseling works in practice.

The nonexperimental study may have either a quantitative or .qualitative
design. In the latter case, we might expect to carry out a relat%vely small
number of open-ended interviews in order “to enter, in an empathic way, the
lived experience of the person or group being studied” (MCL‘eod., 1994, p. 89).

This pursuit of “lived experience” means that many qualitative researchérs
favor the open—endéd interview (see Chapter 15). Unfortunz.ltely, both the in-
depth accounts apparently provided by the open-ended inter'v1ew and the appar-
ently unequivocal measures of information retention, attitude, and beha.\nc.)r
that we obtain via laboratory or questionnaire methods have a tenuous basis in
what people may be saying and doing in their everyday lives. Moreover, if our
interest is in the relation of counseling to health-related behavior, do such stud-
ies tell us how people actually talk with professionals and with each other as
opposed to via responses to researchers’ questions? . . -

An example makes the point very well. At a recent meeting of S(.)c1-al scien-
tists working on AIDS, much concern was expressed about the chfﬁcult).r of
recruiting a sample of the population prepared to answer researchers’ questions
about their sexual behavior. As a result, it was suggested that a subsequent
meeting should be convened at which we could swap tips about how to recruit
such a sample.

Now, of course, this issue of recruiting a sample is basic to survey research.
And, for potentially delicate matters, like the elicitation of accox,}ntst of Se'Xl._lal
behavior, survey researchers are quite properly concerned about finding willing
respondents. o

At the same time, it is generally acknowledged that the best chance of limit-
ing the spread of HIV may be by encouraging people to dif:cu'ss thfalr se}.cual
practices with their partners. “This implies something about the limits of‘mterwevv-
based research in this area. Such research necessarily focuses on finding people
prepared to talk about their sexuality in an interv{iew. However, it can say rlloth-
ing about how talk about sexuality is organized in naturally occurring environ-
ments such as talk between partners of, indeed, talk about sexuality in the
context of real-time counseling interviews.

Behavioral Indicators

This method seeks to elicit behavioral measures that reliably report the effec-
tiveness of counseling. Its advantage is that, unlike the research interview, it
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does not depend on potentially unreliable client perceptions and self-reports of
behavior and behavioral change. Moreover, by eliminating a concern with the
information that clients may acquire from counseling, it takes on board the
research that shows that acquired knowledge does not have any direct link with
behavioral change.

In relation to HIV-test counseling, it was suggested to me by a senior
physician at an AIDS unit in Sweden that an appropriate behavioral indica-
tor is seroconversion (developing antibodies to the HIV virus). Presumably,
then, we would need to study a cohort of patients who test seronegative and
are counseled. We could then retest them after a further period, say 12 months,
to establish what proportions from different counseling centers and with dif-
ferent counselors have seroconverted. In this way, it would be claimed, we
could measure the effectiveness of counseling in relation to promoting safer
behavior.

As already noted, the advantage of this approach is that it generates quanti-
tative measures of behavior that are apparently objective. However, like the
research interview, its reliability also has serious shortcomings:

1. How do we know that the counseling alone is the variable that has pro-
duced the reported behavior? Although we may be able to control for
some gross intervening variables (like gender, age, sexual preference,
drug use, etc.), it is likely that some nonmeasured variables may be asso-
ciated with the reported behavior (e.g., access to other sources of infor-
mation, availability of condoms or clean injecting equipment, etc.).

2. Ad hoc decisions are often made about which part of a counseling inter-
view should be assessed. The scope extends from one whole interview
(or even several interviews with the same client) down to a microsegment
of one interview. The latter approach gains precision but with a loss of
context. Such context is provided by studying whole interviews but at a
likely loss of precision.

3. Bven if such measures are reliable and precise, the result “assesses only
the presence or absence of a mode, and not the skilfulness with which it
is delivered” (McLeod, 1994, p. 151).

Such problems in attempts to use internal, normative standards of evalua-
tion look even worse when viewed in the context of studies that seek to relate
such measures to particular outcomes. As McLeod (1994) notes, one such study
(Hill et al., 1988) found that only 1 percent of variance in client responses was
related to observed measures of counselor behavior!
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The Methodology Chosen

It is now time to lay David’s cards on the table and to offer the alternative
approach on which his research was based—conversation analysis (henceforth
CA). CA, as we saw in the studies discussed in Chapters 3 and 4, is centrally
concerned with the organization of talk, although its concern with social orga-
nization leads it to describe its subject matter as “talk-in-interaction.”

Equally, counselors, by definition, treat talk as a nontrivial matter. However,
even if we concede the centrality of talk to social life, why should counseling
researchers give priority to recording and transcribing talk? Given the usefulness
.of other kinds of data derived, say, from observations of behavioral change or
fnterviews with clients; what is the special value of transcripts of tape record-
Ings of conversation?
One way to start to discuss this question is to think about how research
based upon data that arises in subjects’ day-

to-day activities can seek to preserve
the “phenomenon”

of interactions like counseling interviews. Although such
naturally occurring data is never uncontaminated (for instance, it may need to
be recorded and transcribed), it usually gives us a very good clue about what
participants usually do outside a research setting.

. Conversely, in research interviews, as Heritage puts it, “the verbal formula-
tions of subjects are treated as an appropriate substitute for the observation of
actual behaviour” (Heritage, 1984, p. 236).The temptation here is to treat
respondents’ formulations as reflections of s
logical world.

However,
actual

ome preexisting social or psycho-

even when counseling researchers contemplate tape recording
interactions, they sometimes become easily deflected away from the
counseling session itself, For instance, although McLeod (1994) calls for a study
of “the interior of therapy,” he also cites favorably attempts at “interpersonal
Process recall” where participants are played back the tape “to restimulate the
actual experience the person had during the session” (1994, p. 147). Thus, in
common with many qualitative researchers, what matters for McLeod is what
people think and feel rather than what they do.

However, if we follow this temptation in designing a study of counseling,

Fhen we deny something that all counselors recognize: that talk is itself an activ-
ity. Although this is r

ecognized in many normative versions of counseling, to
base our research on such versions would be to narrow our focus to those activ-
1ties we already know about.

An alternative is to investigate how counseling interviews actually proceed

without being shackled by normative standards of “good” communication. In
this way, we might discover previously unnoticed skills of both counselors and
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clients as well as the communicational functions of apparently dysfunctional
counselor behavior. :

Summary and Implications

In this section, we have used the case of a study of HIV counseling to illus-
trate several options that are available in designing a qualitative study. We do
not want to imply that a CA study of counseling interviews is the “one right
method.” Instead, we want to demonstrate that choosing a particular method
always has more implications than you might think. We have shown here how
those implications encompass preferred analytical models, questions of reliabil-
ity and validity and, in this particular case, relevance for professional practice.
To follow up this point, you should attempt Exercise 8.1 now.

In developing his research design in this study, David took a position on two
issues that need further discussion: He chose to study behaviour in situ (i.e.,
naturally occurring data) and he rejected combining multiple methods. This

reflected his own preferences. Since other choices can (rightfully) be made by
others, it is worth reviewing both issues.

155

NATURALLY OCCURRING DATA?

Some qualitative researchers prefer to avoid creating data through setting
up particular “artificial” research environments like interviews, experiments,
focus groups, or survey questionnaires. They argue that, since so much data
occurs naturally (i.e., without the intervention of a researcher), why not study
that and, thereby, access what people are routinely up to without, say, being
asked by a researcher? To those who argue that such access can be difficult,
the answer is that lateral thinking can move you into areas that are accessible.

For instance, to use an example raised by someone at a recent talk David
gave, we might think that how couples negotiate the consequences of their dif-
ferent sleeping patterns can only be elicited by interviewing those involved.
However, if indeed this is a real problem to members of society, it should crop
up, say, in the advice or letters pages of certain magazines. Why not try looking
for actual instances first, before resorting to interviews?

Moreover, the problem with methods like interviews and (to some extent)
focus groups is that the researcher has to set things up by asking questions of
respondents. By contrast, the beauty of naturally occurring data is that it may
show us things we could never imagine. As Sacks once put it, “Thus we can start



156

Part II: Starting Out

with things that are not currently imaginable, by showing that they happened”
(Sacks, 1992, Vol. 2, p. 420). .

Although David is highly sympathetic to this argument, it also has limitations
{see Speer, 2002). For instance,

o Data cannot be intrinsically unsatisfactory; it all depends on what you
want to do with the data

e No data can be “untouched by human hands” (e.g., recording equipment
is sometimes present, and this has to be positioned by a researcher)

o The difference between what is natural and nonnatural should be inves-
tigated rather than used as a tacit research resource

These are powerful arguments. However, rather than abandon his prefer-
ence, David preferred to take a nondogmatic position. This involves the fol-
lowing two elements:

o Everything depends on your research topic. So, as Speer {2002) notes, if
you want to study how counseling gets done, it may not make sense to
seek retrospective accounts from clients and practitioners or to use a lab-
oratory study.

o We need to consider how far any research setting is consequential for our
research topic. For instance, in one laboratory study, limitations were placed
on who could speak. This made the experimental setting consequential for
its topic (of “self-repair’) and undercut its conclusions (Schegloff, 1991,
p. 54). Without such limitations, the study would have been sound.

To conclude: choosing any method, based on any kind of data, can never be
intrinsically right or wrong. However, as a nonemotionalist, David is sympa-
thetic to Potter’s argument that, given the (unthought?) dominance of open-
ended interviews in qualitative research, “the justificatory boot might be better
placed on the other foot. The question is not why should we study natural
materials, but why should we not?” (J. Potter, 2002, p. 540).

MULTIPLE METHODS?

So far, we have been assuming that you will always want to choose just one
method. However, the methods presented in Table 8.2 are often combined. For
instance, many qualitative case studies combine observation with interviewing.
This may be because you have several research questions or “because you want
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to use different methods or sources to corroborate each other so that you are
using some form of methodological triangulation” (Mason, 1996, p. 25).

For instance, Miles and Huberman (1984, p. 42) give the example of research
on how police suspects are arrested and booked. You might think here of com-
bining several methods, for instance, '

o Interviews (with suspects, police, and lawyers)
o Observation (of arrests and bookings)
e Collecting documents (produced by this process)

e Recording (of arrests and bookings)

If you are a pure empiricist, uninterested in the theoretical bases of research
design, multiple methods may look like a good idea. By having a cumulative
view of data drawn from different contexts, we may, as in trigonometry, be
able to triangulate the “true” state of affairs by examining where the different
data intersect. In this way, some qualitative researchers believe that triangula-
tion may improve the reliability of a single method. But do multiple methods
always make analytical sense?

As we remarked in Chapter 4, mapping one set of data upon another is a
more or less complicated task depending on your analytic framework. In par-
ticular, if you treat social reality as constructed in different ways in different
contexts, then you cannot appeal to a single phenomenon that all your data
apparently represents (see Chapter 14).

Mason (1996, p. 27) gives the example of the mistaken attempt to combine
(say) interview data on individuals’ perceptions with discourse analysis (DA) of
particular texts. The mistake arises because DA treats all accounts as socially
constructed and, therefore, cannot treat interview accounts as providing a defin-
itive version of reality.

Such triangulation of data seeks to overcome the context-boundedness of our
materials at the cost of analyzing their sense in context. For purposes of social
research, it may simply not be useful to conceive of an overarching reality to
which data, gathered in different contexts, approximates.

At the very least, we need to note Fielding and Fielding’s (1986) suggestion
that the use of triangulation should operate according to ground rules, set out
in the following:

o Always begin from a theoretical perspective or model

e Choose methods and data that will give you an account of structure and

meaning from within that perspective (e.g., by showing the structural
contexts of the interactions studied)

157
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Many theoretical perspectives in sociology and elsewhere suggest we cannot
simply aggregate data in order to arrive at an overall “truth.” This implies that
we should receive with caution the clarion calls for multiple methods in areas

like nursing, family medicine, and elsewhere. As Hammersley and Atkinson -

point out, “One should not adopt a naively ‘optimistic’ view that the aggrega-
tion of data from different sources will unproblematically add up to produce a
more complete picture” (1983, p. 199).

As already noted in Chapter 4, multiple methods are often adopted in the
mistaken hope that they will reveal “the whole picture.” But this whole picture
is an illusion, which’speedily leads to scrappy research based on underanalyzed
data and an imprecise -or theoretically indigestible research problem. For
nstance, multiple methods may tempt novice cesearchers to move to another
data set when they are having difficulties in analyzing one set of material. It is
usually far better to celebrate the partiality of your data and delight in the par-
ticular phenomena that it allows you to inspect (hopefully in detail).

CONCLUDING REMARKS

The debate about multiple methods and naturally occurring data illustrates the
theoretically laden environment in which we make methodological choices. It
underlines the fact that many apparently technical choices are saturated with
theoretical import.

Of course, to some extent this complicates the picture when you are attempt-
ing to design a research study. However, a concern at this stage with theoreti-
cal issues also helps in at least two ways. First, it may allow you to simplify your
research design as you realize that it is often misleading to attempt to research
the whole picture. Second, thereby, it may add theoretical consistency and even
some elegance to the research design. As we remarked in Part I, often the best
research says “a lot about a little.”

KEY POINTS

o Your choice of method should reflect both your research topic and your
overall research strategy, as your methodology shapes which methods are
used and how each method is used.

o Although most research methods can be used in either qualitative or
quantitative studies, research methods are more than mere techniques.
Different theoretical idioms or models provide different justifications for
using particular research methods.

Choosing a Methodology

o Methods do not just belong to social researchers. Before choosing a
method, you should reflect upon the broader, societal context in which
this method is located and deployed.

e Think carefully before you generate data through research instruments
like interviews and focus groups. Sometimes such methods may indeed be
appropriate to your topic and model. Sometimes, however, you may be
neglecting to study illuminating, naturally occurring data.

o Think carefully before adopting multiple methods. Many models suggest
that we cannot simply aggregate data in order to arrive at an overall
«ruth.” Choose simplicity and rigor rather than the often-illusory search
for the full picture.
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FURTHER READING

David Silverman’s (ed.) Qualitative Research: Theory, Method and Practice
(2004b) provides state-of-the-art accounts by leading scholars of the uses of
interviews, observations, texts, Internet data, and audio and visual data. Other
useful books on methodology are Amanda Coffey and Paul Atkinson’s Making
Sense of Qualitative Data (1996), Jennifer Mason’s Qualitative Researching
(2002), Pertti Alasuutari’s Researching Culture (1995) and David Silverman’s
Interpreting Qualitative Data: Methods for Analysing Talk, Text and Interaction
(2001).

Mason (1996, p. 19) notes that your choice of a methodology is likely to reflect
your own biography and the knowledge and training your education has given
you. As she comments, «“Whilst practical issues to do with training and skill
are . . . relevant in your choice of method . .. they should not govern your
choice” (p. 19). She suggests instead making a list of possible research meth-
ods and data source options and to think through why you are accepting or
rejecting each one.

1. Follow Mason’s suggestion about making a list of possible research
methods and data source options. Explain why you are accepting or
rejecting each one.
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2. . .
Answer the following questions (adapted from Mason, 1996, pp. 20-21):

©

CHAPTER 9

Wha '
't data sources and methods of data generation are potentially
available or appropriate?

What can these methods and sources feasibly tell me?

Whi -
mi l}fh }Iihenomena and components or properties of social “reality”
8At these data sources and methods potentially help me to address?

Selecting a Case

Which of my research questions could they help me to address?

INTRODUCTIOI

We concluded the previous chapter with David’s favorite research maxim:
“make a lot out of a little.” If you take us seriously, you will have every chance
of producing a thorough, analytically interesting research study. However, at
least three nagging doubts may well remain. We list them next, together with
some soothing words about each:

o “My case may not be important.” Here you are worried that the case
you are studying may be seen by others as trivial or not a real problem. The
famous ethnographer Howard Becker remarks that such criticisms have been
made of his own work on several occasions. As he puts it, “Just as some
people think tragedy is more important than comedy . . . some problems are

1€
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seen as inherently serious and worthy of grownup attention, others as trivial,
flyspecks on the wallpaper of life .. . mere exotica” (3ecker, 1998, p. 92).
There is a very good response to this kind of complaint: what seems to be
important is usually governed by little more thap Furrent fashions; who knows
what might become important? Apparentl)‘( tr{vxal cases may, through good
analysis, turn out 0 have far-reaching implications.

o I can only study the (part of the) case to which I have access. » This is a
more serious issue. When we are studying an organization, we are dependent
on the whims of gatekeepers. Such people will usually seek to limit what we
can study, assuring us that, if we need to know more, they can tell us about it
(Becker, 1998, P- 90). How do we get around this problem? Becker suggests
two answers. First, «doubt everything anyone in power tells you.” Second,
look for other opinions (1998, p. 91). Like Dalton (1959), in his classic study
of middle managers, case study researchers should systematically attempt to

assess the likely linkages between opinions, activities, and interests.

o I have so little data—just one case.” This is a serious problem. As we
shall see, even in qualitative research it is important to consider what kinds of
el : :
generalizations can be made from a single case.

The rest of this chapter will be devoted to the issue of generalizability in case
study research. First, however, we need to define both terms.

WHAT IS A CASE STUDY?

This question has relatively simple answer. As Punch puts it,

The basic idea is that one case (or perhaps a small number of cases) will
be studied in detail, using whatever methods seem appropriate. While there
may be a variety of specific purposes and research questions, the general
objective is t0 develop as full an understanding of that case as possible.

(1998, p. 150)

There are, of course, an endless variety of possible “cases.” If, like Becker,
we are interested in occupations, cases to study may range from dance-hall
musicians to student physicians. By contrast, if you are interested in childhood,
a case may be a single child, a classroom or clinic, or a charity or other orga-
nization concerned with the welfare of children. So, as Stake suggests, “A case
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may be simple or complex . . . (but) it is one among others. In any given study,
we will concentrate on the one” (2000, p. 436).

All this is purely descriptive. Table 9.1 identifies three analytic features of
case study research.

Table 9.1  Case Study Research

1. Each case has boundaries that must be identified at an early stage of the research
(e.g., if you are studying a school, does this include classroom behavior, staff
meetings, parent-teacher meetings, etc.?).

2. Each case will be a case of something in which the researcher is interested.
So the unit of analysis must be defined at the outset in order to clarify the
research strategy.

3. Case studies seek to preserve the wholeness and integrity of the case. However,
in order to achieve some focus, a limited research problem must be established
geared to specific features of the case.

SOURCE: Adapted from Punch (1998), p. 153.
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GENERALIZING I'-:ROM CASES

Generalizability is a standard aim in quantitative research and is normally
achieved by statistical sampling procedures. Such sampling has two func-
tions. First, it allows you to feel confident about the representativeness of
your sample: “If the population characteristics are known, the degree of
representativeness of a sample can be checked” (Arber, 1993, p. 70). Second,
such representativeness allows you to make broader inferences: “The pur-
pose of sampling is usually to study a representative subsection of a
precisely defined population in order to make inferences about the whole
population” (1993).

Such sampling procedures are, however, usually unavailable in qualitative
research. In such studies, our data is often derived from one or more cases and
it is unlikely that these cases will have been selected on a random basis. Very
often, a case will be chosen simply because it allows access. Moreover, even if
you were able to construct a representative sample of cases, the sample size
would probably be so large as to preclude the kind of intensive analysis usu-
ally preferred in qualitative research (Mason, 1996, p. 91).

This gives rise to a problem, familiar to users of quantitative methods: “How
do we know . . . how representative case study findings are of all members of
the population from which the case was selected?” (Bryman, 1988, p. 88).
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TYPES OF CASE STUDIES

Stake (2000, pp. 437-438) has identified three different types of case study:

1. The intrinsic case study, where “this case is of interest . . . in all its par-
ticularity and ordinariness.” In the intrinsic case study, according to
Stake, no attempt is made to generalize beyond the single case or even to
build theories.

2. The instrumental case study, in which a case is examined mainly to pro-
vide insight into an issue or to revise a generalization. Although the case
selected is studied in depth, the main focus is on something else.

The collective case study, where a number of cases are studied in order
to investigate some general phenomenon.

(S8}

The idea of a purely intrinsic case study is resisted by many qualitative
researchers. If all you aim to do is simply to describe a case, you may rightly
get the response, “so what?” Description itself is a tricky activity which is
inevitably theoretically laden. If you doubt this, you might look back at Table 7.1
in Chapter 7.

In this context, most supervisors of student qualitative research would expect
your study of a case to be based on some concept(s) that is developed as a result
of your study. For examples of concept development through case study
research, see Chapter 3.

Furthermore, empirical issues arise in case studies just as much as theoretical
concerns. It is reasonable to ask what knowledge your case study has produced.
If you are to answer this question, you must consider the degree of generaliz-
ability of your research. As Mason puts it,

I do not think qualitative researchers should be satisfied with producing
explanations which are idiosyncratic or particular to the limited empirical
parameters of their study. . . . Qualitative research should (therefore) pro-
duce explanations which are generalizable in some way, or which have a
wider resonance. (1996, p. 6)

So description of a case for description’s sake (the intrinsic case study) is a
weak position. Quite rightly, the problem of representativeness is a perennial
worry of many qualitative or case study researchers. How do they attempt to
address it? Can we generalize from cases to populations without following a
purely statistical logic?
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In the rest of this chapter, we will discuss four different but positive answers
to this question of how we can obtain generalizability:

e Combining qualitative research with quantitative measures of populations

o Purposive sampling guided by time and resources

e Theoretical sampling

¢ Using an analytic model that assumes that generalizability is present in
the existence of any case
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COMBINING QUALITATIVE RESEARCH WITH
QUANTITATIVE MEASURES OF POPULATIONS

Quantitative measures may sometimes be used to infer from one case to a
larger population. Hammersley (1992) suggests three methods through which
we can attempt to generalize from the analysis of a single case:

e Obtaining information about relevant aspects of the population of cases
and comparing our case to them

o Using survey research on a random sample of cases

o Coordinating several ethnographic studies

Hammersley argues that such comparisons with a larger sample may allow
us to establish some sense of the representativeness of our single case.

However, two of Hammersley’s methods are very ambitious for the student
researcher. For instance, you are unlikely to have thé funds for even a small
piece of survey research, while the coordination of several ethnographic studies
requires substantial resources of time and personnel as well as good contacts
with other researchers. Such contacts allowed Miller and Silverman (1995) to
apply the comparative approach in describing talk about troubles in two
counseling settings: a British hemophilia center counseling patients who are
HIV-positive and a family therapy center in the United States. In this study, they
focused on similarities in three types of discursive practices in these settings:
those concerned with trouble definitions, trouble remedies, and the social con-
texts of the clients’ troubles (see also Gubrium, 1992).

Without such contacts and resources, the student researcher is left with
Hammersley’s first method: obtaining information about relevant aspects of the
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population of cases and comparing our caseé to them. This is more useful
because, at its simplest, this method only involves reading about other cognate
studies and comparing our case to them. For instance, in David’s study of HIV

counseling (Silverman, 1997), he compared his counselor—client interviews with

Heritage and Sefi’s (1992) data on interviews between health visitors and first-
time mothers. Although this had little to do with establishing the representative-
ness of his sample, it gave a firmer basis to his generalizations about
advice-sequences in his data (Silverman, 1997, pp- 124-128). The comparative
method used here allows you to make larger claims about your analysis with-
out leaving your library. As Perdkyld puts it, “The comparative approach
directly tackles the question of generalizability by demonstrating the similarities
and differences across a number of settings” (2004, p- 296).

In this sense, your literature review (see Chapter 17) has as much to do with
the issue of generalizability as with displaying your academic credentials.

PURPOSIVE SAMPLING : )

Before we can contemplate comparing our case to others, we need to have
selected our case. Are there any grounds other than convenience or accessibil-
ity to guide us in this selection?

Purposive sampling allows you to choose a case because it illustrates some
feature or process in which you are interested. However, this does not provide
a simple approval to any case you happen to choose. Rather, purposive sam-
pling demands that you think critically about the parameters of the population
you are studying and choose your sample case carefully on this basis.

As Denzin and Lincoln put it,

Many qualitative researchers employ . . . purposive, and not random,
sampling methods. They seek out groups, settings and individuals
where . . . the processes being studied are most likely to occur. (2000,
p. 370)

Stake (2000, pp. 446-447) gives the example of a study of interactive dis-
plays in children’s museums. He assumes that you only have resources to study
four such museums. How should you proceed?

He suggests setting up 2 typology, which would establish a matrix of
museumn types as in Table 9.2.

The typology set out in Table 9.2 yields 6 cases which could be increased fur-
ther by, say, distinguishing between museums located in small and big cities—
bringing the number of cases to 12. Which cases should you select?

Selecting a Case

Table 9.2 A Typology of Children’s Museums

Type of Museum

Program Type Art Science History

Exhibitory 1 2 3
Participative 4 5 6

SOURCE: Adapted from Stake (2000), pp. 446-447.

You will be constrained by two main factors. First, there may not be
examples to fit every cell. Second, your resources will not allow you to research
every existing unit. So you have to make a practical decision. For instance, if you
can cover only two cases, do you choose two participatory museums in different
locations or in different subjects? Or do you compare such a museum with a
more conventional exhibit-based museum? '

Provided you have thought through the options, it is unlikely that your selec-
tion will be criticized. Moreover, as we se¢ in the next section, how you set up
your typology and make your choice should be grounded in the theoretical
apparatus you are using. Sampling in qualitative research is neither statistical
nor purely personal: it is, or should be, theoretically grounded. To improve your
understanding of this point, you could now attempt Exercise 9.1.
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THEORETICAL SAMPLING

Theoretical and purposive sampling are often treated as synonyms. Indeed, the
only difference between the two procedures applies when the purpose behind
purposive sampling is not theoretically defined.

Bryman argues that qualitative research follows a theoretical, rather than a
statistical, logic: “The issue should be couched in terms of the generalizability
of cases to theoretical propositions rather than to populations or universes”
(1988, p. 90, our emphasis).! :

The nature of this link between sampling and theory is set out by Mason:

Theoretical sampling means selecting groups or categories to study on the basis
of their relevance to your research questions, your theoretical position . . . and
most importantly the explanation or account which you are developing.
Theoretical sampling is concerned with constructing a sample . .. which is
meaningful theoretically, because it builds in certain characteristics or criteria
which help to develop and test your theory and explanation. (1996, pp. 93-94)
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Theoretical sampling has three features, which we discuss in the following

paragraphs:

o Choosing cases in terms of your theory
o Choosing “deviant” cases

o Changing the size of your sample during the research

Choosing Cases in Terms of Your Theory

Mason writes about “the wider universe of social explanations in relation to
which you have constructed your research questions” (1996, p. 85). This theoreti-
cally defined universe “will make some sampling choices more sensible and mean-
ingful than others.” Mason describes choosing a kind of sample that can represent
a wider population. Here we select a sample of particular “processes, types, cate-
gories or examples which are relevant to or appear within the wider universe”
(Mason, 1996, p. 92). Mason suggests that examples of these would include single
units such as “an organization, a location, a document . . . (or) a conversation.”

Mason gives the example of a discourse analysis of gender relation as dis-
courses that construct subjects of gender relations. In this approach, as she puts
it: “you are . .. unlikely to perceive the social world in terms of a large set of
gender relations from which you can simply draw a representative sample of
people by gender” (Mason, 1996, p. 85).

So in qualitative research, the relevant or “sampleable” units are often seen
as theoretically defined. This means that it is inappropriate to sample popula-
tions by such attributes as gender, ethnicity, or even age because how such
attributes are routinely defined is itself the topic of your research.

As an example of theoretically defined sampling, Bryman uses Glaser and
Strauss’s discussion of “awareness contexts” in relation to dying in the hospital:

The issue of whether the particular hospital studied is “typical” is not the
critical issue; what is important is whether the experiences of dying patients
are typical of the broad class of phenomena . . . to which the theory refers.
Subsequent research would then focus on the validity of the proposition in
other milieux (e.g., doctors’ surgeries). (Bryman, 1988, p. 91)

We can understand better the theoretical logic behind choice of a sample in
a further example of a study of police work. Say you are interested in the arrest
and booking of suspects (see Miles & Huberman, 1984, pp. 37-38). You are
now confronted with a series of choices which relate to
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o The particular setting to be studied
o The elements or processes on which you will focus

o How you might generalize further

Let us look at each of these in turn.

Settings

In independent, unfunded research, you are likely to choose any setting that,
while demonstrating the phenomenon in which you are interested, is accessible
and will provide appropriate data reasonably readily and quickly. In the police
study, this might well lead you to study the police station rather than a squad
car, the scene of the crime, or the suspect’s residence or hangout. In the police
station, at the very least, you will keep warm and dry, you will be safe, and you
can expect several arrests and bookings on any visit. However, so far you are
being guided by quite practical influences.

The Research Focus

In focusing your research, you necessarily are making a theoretically guided
choice. By opting to focus on particular individuals, events, or processes,
you are electing particular theoretical frameworks. For instance, a focus on dif-
ferential behavior between police officers and suspects with different character-
istics may draw on some version of the structural determinants of action.
Conversely, a focus on how laws are interpreted in practice (cf. Sudnow, 1968b)
may derive from a concern with the creative power of commonsense interpre-
tive procedures.

Generalizing Further

‘When wedded to other studies that share your theoretical orientation, a sin-
gle police station may provide enough data to develop all the generalizations
you want about, say, how commonsense reasoning works. However, if you
bave a more “structural” bent, it may now be necessary to widen your sample
in two ways: first, to add more observations of arrests in this police station and,
second, to compare it with other stations, perhaps in a range of areas.

In all these cases, the sample is not random but theoretical. It is “designed to
provide a close-up, detailed or meticulous view of particular units which may

constitute . . . cases which are relevant to or appear within the wider universe”
(Mason, 1996, p. 92).
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Choosing “Deviant” Cases

Mason notes that you must overcome any tendency to select a case which is
likely to support your argument. Instead, it makes sense to seek out negative
instances as defined by the theory with which you are working.

One of Becker’s “tricks of the trade” is:

Just to insist that nothing that can be imagined is impossible, 50 we should
look for the most unlikely things that we can think of and incorporate
their existence, or the possibility of their existence, into our thinking.
(1998, pp. 85-86)

For instance, in a study of the forces that may make trade unions undemogra-
tic, Lipset, Trow, and Coleman (1962) deliberately chose to study a U.S.. pr'mtmg
union. Because this union had unusually strong democratic institutions, it consti-
tuted a vital deviant case compared with most American unions of the period.
Lipset et al.’s union was also deviant in terms of a highly respected tl'{eor-}f that
postulated an irresistible tendency toward oligarchy in all formal organizations.

So Lipset, Trow, and Coleman chose a deviant case because it offered a cru-
cial test of a theory. As our understanding of social processes improves, we are
increasingly able to choose cases on such theoretical grounds.

Changing the Size of Your Sample During the Research

So far, we have been discussing theoretical sampling as an issue at the start
of a research study. However, we can also apply such sampling during the
course of a piece of research. Indeed, one of the strengths of qualitative res.eefr'ch
design is that it often allows for far greater (theoretically informed) flexibility
than in most quantitative research designs. As Mason puts it,

Theoretical or purposive sampling is a set of procedures where the
researcher manipulates their analysis, theory, and sampling activities inter-
actively during the research process, to a much greater extent than in sta-
tistical sampling. (1996, p. 100)

Such flexibility may be appropriate in the following cases:

o As new factors emerge, you may want to increase your sample in order
to say more about them (for instance, a gatekeeper has given you an
explanation that you doubt on principle).

Selecting a Case

o You may want to focus on a small part of your sample in the early stages,
using the wider sample for later tests of emerging generalizations.

e Unexpected generalizations in the course of data analysis lead you to seck
out new deviant cases.

Alasuutari has described this process using the analogy of an hourglass:

A narrow case-analysis is broadened . . . through the search for contrary
and parallel cases, into an example of a broader entity. Thus the research
process advances, in its final stages, towards a discussion of broader
entities. We end up on the bottom of the hourglass. (1995, p. 156)

Alasuutari (1995, p. 155) illustrates this hourglass metaphor through his
own study of the social consequences of Finnish urbanization in the 1970s.
He chose local pubs as a site to observe these effects and eventually focused
on male “regulars.” This led to a second study even more narrowly focused
on a group in which drinking was heavier and many of the men were
divorced. As he puts it, “Ethnographic research of this kind is not so much
generalization as extrapolation . . . the results are related to broader entities”
(Alasuutari, 1995, p. 155). ’
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GENERALIZABILITY IS PRESENT IN A SINGLE CASE

The fourth and final way of thinking about how we generalize in qualitative
research is far more radical than our earlier alternatives. According to this
approach, since the basic structures of social order are to be found anywhere,
it does not matter where we begin our research. Look at any case and you will
find the same order.

For this linguistically inspired approach, the possibility that something exists
is enough. As Perikyld suggests,

Social practices that are possible, i.e., possibilities of language use, are the
central objects of all conversation analytical case studies on interaction in
particular institutional settings. The possibility of various practices can be
considered generalizable even if the practices are not actualized in similar
ways across different settings. (2004, p. 297)

Perikyld illustrates his argument by the example of his own study of
AIDS counseling in a London teaching hospital (Perikyld, 1995). This study
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focused on specific questioning practices used by counselors and their clients.
As he puts it,

As possibilities, the practices that I analysed are very likely to be general-
izable. There is no reason to think that they could not be made possible by
any competent member of (at least any Western) society. In this sense, this
study produced generalizable results. The results were not generalizable as
descriptions of what other counsellors or other professionals do with their
clients; but they were generalizable as descriptions of what any counsellor
or other professional, with his or her clients, can do, given that he or she
has the same array of interactional competencies as the participants of the
AIDS counselling sessions have. (Perikyld, 2004, p. 297)

As the most cogent proponent of this view once put it, “Tap into whomso-
ever, wheresoever and we get much the same things” (Sacks, 1984b, p. 22).

Sacks had a strategy of working with any data that crossed his path. This
clearly conflicts both with the standard approach of quantitative social scien-
tists, who usually work with random samples from particular populations, and
with the common defensiveness of their qualitative brethren about the represen-
tativeness of the cases that they study.

Sacks’s lack of defensiveness on this issue stems from his argument about
the obvious pervasiveness of the social forms (or what he calls the “machin-
ery”) with which he is concerned. For example, Sacks notes the ability of a
child to learn a culture from very limited contacts and of the sociolinguist
Whorf to build a Navajo grammar from talking to just one person (Sacks,
1992, Vol. 1, p. 485).

The pervasiveness of structures that these examples suggest imply to Sacks
that it does not matter what data you select. As he argues,

Now if one figures that that’s the way things are . . . then it really wouldn’t
matter very much what it is you look at—if you look at it carefully
enough. And you may well find that you [have] got an enormous general-
izability because things are so arranged that you could get them; given that
for a member encountering a very limited environment, he has to be able
to do that, and things are so arranged as to permit him to. (Sacks, 1992,
Vol. 1, p. 485)

However, apprentice researchers have to be very cautious about simply par-
roting Sacks’s “solution” to the problem of the generalizability of research find-
ings. This solution is really only appropriate to the most basic research on social
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order guided by theoretically sophisticated positions like Sacks’s own conversa-

tion analytic (CA) approach (or, perhaps, French structuralism). If you are

interested in this sort of research, you should now attempt Exercise 9.2.
Within CA, following Sacks,

the baseline assumption is that the results are or should be generalizable
to the whole domain of ordinary conversations, and to a certain extent
even across linguistic and cultural boundaries. (Perikyli, 1995, p. 214)

However, even Perdkyld notes that this depends on the type of CA research:

Even though the most primordial conversational practices and structures—
such as turn-taking or adjacency pairs—are almost universal, there are
others, such as openings of telephone calls (see Schegloff, 1986;
Houtkoop-Steenstra, 1991; Lindstrom, 1994), which show considerable
variation in different cultures. This variation can only be tackled through
gradual accumulation’ of studies on ordinary conversation in different
cultures and social milieux. (1995, pp. 156-157)

Perdkyld’s observation about the need for_comparative work shows that
even the most potentially radical approach, like CA, has to take seriously
the issue of the empirical generalizability of its findings. Sometimes, an appeal
to “possibilities” will be sufficient. Often, however, other examples will be
required.
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CONCLUDING REMARKS

In this chapter, we have set out various strategies you can use to defend your
research against the charge that it “merely” depends upon a single case. My
overall message is that there is usually no need to be defensive about the claims
of qualitative research. As Becker argues,

Sampling is a major problem for any kind of research. We can’t study
every case of whatever we’re interested in, nor should we want to. Every
scientific enterprise tries to find out something that will apply to every-
thing of a certain kind by studying a few examples, the results of the study
being, as we say “generalizable” to all members of that class of stuff. We
need the sample to persuade people that we know something about the
whole class. (1998, p. 67)



Part 11: Starting Out

Following Becker, sampling is not a simple matter even for quantitative
researchers. Indeed, as we have seen, the relative flexibility of qualitative research
can improve the generalizability of our findings by allowing us to include new
cases after initial findings are established.

The crucial issue here seems to be thinking through one’s theoretical priori-
ties. Providing that you have done that and can demonstrate a research design
driven by those priorities, nobody should have cause for complaint.

So the secret seems to be to substitute theoretical cogency for the statistical
language of quantitative research. In this sense, as Alasuutari has suggested, per-
haps generalizability is the wrong word to describe what we attempt to achieve
in qualitative research. As he puts it,

Generalization is. .. [a] word...that should be reserved for surveys
only. What can be analyzed instead is how the researcher demonstrates
that the analysis relates to things beyond the material at hand . . . extra-
polation better captures the typical procedure in qualitative research.
(Alasuutari, 1995, pp. 156-157)

'Y POINTS

ITE

There are four positive answers to the question of how we can generalize from
qualitative data:

Combining qualitative research with quantitative measures of populations

e Using purposive sampling guided by time and resources

Using theoretical sampling

o Using an analytic model that assumes that generalizability is present in
the existence of any case '

1. As Clive Seale (personal correspondence) has pointed out, theoretical sampling
may have more to do with generating theories than with empirical generalization. We
take up Seale’s point at the end of this chapter in relation to Alasuutari’s argument that
the idea of empirical generalization “should be reserved for surveys only” (Alasuutari,
1995, p. 156).

Selecting a Case
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FURTHER READING

Clive Seale et al’s edited book Qualitative Research Practice (2004,
pp. 420-472) contains three very useful chapters on case studies by Flyvberg,
Gobo, and Emerson. The most thorough book on this topic is Clive Seale’s The
Quality of Qualitative Research (1999). Other useful discussions are Jennifer
Mason’s Qualitative Researching (2002); Pertti Alasuutari’s Researching
Culture (1995), Chapter 12 (“Generalization”); and Howard Becker’s Tricks
of the Trade (1998), Chapter 3 (“Sampling”). Robert Stake’s chapter “Case
Studies” is a good account of the conventional qualitative methods position

on generalizability (in N. Denzin and Y. Lincoln’s edited Handbook of -

Qualitative Research, 2000), and Anssi Perdkyld’s chapter “Reliability and
Validity in Research Based Upon Transcripts” is an excellent, more specialist
treatment (in David Silverman’s edited Qualitative Research, 2004).

Assume that you are studying a single case. On what basis do you think you might gen-
eralize from your findings? Distinguish your possible empirical contribution from any
potential development of concepts.

Imagine that you have the resources to study four cases of the phenomenon in which you
are interested. Following our discussion of Stake (Table 9.2), draw up a typology to indi-
cate the universe of cases potentially available. This typology should include between 6
and 12 possible cases.

Now explain why you propose to select your four cases in terms of the logic of purpo-
sive sampling.

Using conversation analysis, Harvey Sacks has argued, “Tap into whomsoever, whereso-
ever and we get much the same things" (Sacks, 1984b, p. 22).

Consider how far your own theoretical model might allow you to use Sacks's argument
to justify working with a very small data set.



CHAPTER 10

Writing a
Research Proposal

INTRODUCTION

Before you can set out on your research, you will usually need to submit a
research proposal for approval. Although this is, in one sense, a bureaucratic
hurdle, it is also an opportunity for you to make sure that you are perfectly
clear about the direction you want your research to take.

Writing a research proposal allows you to clarify in your own mind that you
have fully grasped the issues we have been discussing in Part II of this book.
Moreover, it adds a useful discipline. Now it is not just a matter of convincing
yourself but of convincing a potentially skeptical audience who will expect you
to answer briefly and clearly a set of difficult questions. These questions are set
out in Table 10.1.
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The best way to answer these questions with brevity and clarity is to follow a
standard format. Table 10.2 indicates a basic structure for a qualitative research
proposal.

In preparing your proposal, it is worth bearing in mind the special diffi-
culties qualitative researchers can face in achieving credibility. Particularly if
you are within a university department where quantitative research is the

Table 10.1  Questions Answered by a Research Proposal

1. What? What is the ’burpo,se of my research? What am I trying to find out?
2. How? How will the proposed research answer these questions?

3. Why? Why is the research worth doing (and/or funding)? What will we learn and
why is it worth knowing?

SOURCE: Adapted from Punch {1998), p. 268.

Table 10.2 A Structure for a Qualitative Research Proposal

1. Title
2. Abstract (further advice on titles and abstracts is found in Chapter 20)

3. Background or introduction (e.g., contemporary debates in social policy/social
science)

4. Statement of purpose or aims: the research question (“The intellectual problem[s]
1 may help solve through this research is[are]. . . .”)

5. Review of the relevant literature (showing the importance of the project in the
context of the classic or definitive pieces of research in this area)

6. Methods (description of cases[s] chosen, procedures for data collection and data
analysis in terms of [a] their appropriateness to your theoretical orientation and
[b] how they satisfy criteria of validity and reliability [see Chapters 8 and 14])

7. Ethical issues (see Chapter 17)

8. Dissemination and policy relevance: explain how you will communicate your
findings (see Chapters 17, 27, and 28)

9. A timetable indicating the length of time to be devoted to each stage of the
research

10. References—use a standard system such as those available in the American
Sociological Association guidelines, The Publication Manual of the American
Psychological Association, or The Chicago Manual of Style

SOURCE: Adapted from Morse (1994), p. 228; Kelly (1998}, pp. 115-121; and Rudestam and
Newton (1992), p. 18.

Writing a Research Proposal

mainstream, bear in mind that your proposal is likely to receive highly skep-
tical reviews. '

Such skeptics may make the following assumptions:

e Qualitative research is unstructured
o The results of qualitative research are unpredictable

o The outcome is uncertain (Morse, 1994, p. 227)

Moreover, most experienced qualitative researchers will expect their poten-
tial students to be aware of such concerns and to have thought about how to
respond to them. How, then, can you convince a potential university supervi-
sor to support your research proposal?

Of course, following the format set out in Table 10.2 should help. But how
should you frame your proposal in a way likely to maximize acceptance?

The following suggestions form the rest of this chapter:

Aim for crystal clarity.

Plan before you write.

o Be persuasive.

Be practical.

Make broader links.
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AIM FOR CRYSTAL CLARITY

The proposal should use language and terminology that is understandable to
an intelligent lay person as well as to a subject expert. (Cryer, 1996, p. 15)

Although it is tempting to seek to display your newly acquired technical jar-
gon, bear in mind that your proposal is likely to be read, in the first instance,
by a faculty member who is unlikely to be a specialist in your area of the dis-
cipline. So never be content with a proposal that can look like a stream of (per-
haps undigested) theories or concepts. Always aim for clear language that
describes your research in a way that nonspecialists can comprehend.

As Morse suggests, this means that you should resist the temptation to
lapse into pure jargon: “because some of the reviewers will be from other dis-
ciplines, the proposal writer should assume nothing and explain everything”
(Morse, 1994, p. 227).
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By explaining everything, you will have demonstrated the ability to think
(and write) clearly. Not only is this the way to write a research proposal, but
also it is the best indicator that your research itself will be organized in a clear
and logical way: “A sloppily prepared proposal will, at best, send 2 message to
the agency that if it funds the proposal, the research may also be sloppy”
(Morse, 1994, pp. 226-227).

For instance, your objectives “should be clear and it should be easy to decide
whether they have been achieved or not” (Kelly, 1998, p. 117). The ways to
achieve this are

o Be concise (there is no reason why a proposal for a piece of student
research should be more than 500 words)

o Use short, simple sentences

o Use headings as in Table 10.2

PLAN BEFORE YOU WRITE

The writer must show that the design is the result of a series of decisions
that she made because of knowledge gained from the. .. literature.
(Marshall & Rossman, 1989, p. 13)

The proposal must demonstrate that it is based on an intelligent understand-
ing of the existing literature, and also it must show that you have thought about
the time you will need to conduct each stage of the research, from obtaining
access to writing up your data analysis. So, as Arber notes, your research pro-
posal will partly be judged by how you state you are going to use your time:
“You need to adopt a systematic and logical approach to research, the key to
which is the planning and management of your time” (1993).

Kelly (1998, pp. 120-121, adapted here) offers an example from an inter-
view study planned to last 32 weeks:

Week 2: Submit proposal to University Ethical Committee
Week 6: Draw up sample

Week 8: Begin interviews

Week 15: End interviews

Week 23: Complete data analysis

Week 26: Send out first draft for comments

Week 32: Submit final report
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We are not born with a natural ability to prepare research timetables! To
help you plan such a timetable, seek the assisiance of a trusted teacher in
your department. Failing that, seek out an existing research student. With
their help, make a list of all the options available in relation to your research
problem, method, and case(s) to be studied. Now you are in a better position
to write a reasoned research proposal that explains the actual choices you
have made.

BE PERSUASIVE

It is easy to get very wrapped up in the subject and think that, because we
are convinced of the particular value of our research, others will be too.
The way in which the proposal is presented can enable the reader to appre-
ciate what you are planning to do. (Kelly, 1998, p. 121)

Kelly is reminding us that, in framing a research proposal, one must think first
of the audience who is going to read it (and judge it). This means that it should
set out to convince such readers that this is something worth supporting:

The first principle of grantsmanship is to recognize that a good proposal
is an argument . . . for the researcher’s project. The proposal must make a
case to the granting agency that the research question is interesting (and)
that the study is important. . . . Thus the proposal must be written persua-
sively. (Morse, 1994, p. 226)

Morse is suggesting that you try to “sell” your proposal. This means that
you must recognize that the craft of selling (e.g., your proposal, yourself) is not
incongruent with working in a university. “Ivory towers” were never so iso-
lated as the term suggests!

However, this persuasiveness must be balanced with a realistic understand-
ing about what you can achieve within a few years as a single researcher. Like
any good salesperson, do not oversell your goods!

BE PRACTICAL

One way to persuade nonspecialists, Morse suggests, is to show the specific
ways that your research can address a social problem or solve an organiza-
tional trouble (e.g., staff turnover).

Such a concern with practical problems cannot be shrugged off even if you
are proposing to do a purely academic piece of research with no expectation
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that it will be read outside the university. Academic funding bodies are increas-
ingly demanding practical payoffs as well as analytic insights. For instance,
Kelly (1998, p. 112) quotes a policy statement by the body that funds social
science PhDs in the UK: :

Any lingering public perception of social science as a source of irrelevant,
introverted and incoherent output is set for radical alteration....In
future, research which makes a difference to the health and wealth of the
population, rather than merely supports “ivory tower” academic excel-
lence will be the ESRC’s priority. (Economic and Social Research Council
newsletter, 1996)

The issue of audiences for your research is discussed further in Chapter 28.
However, if what you are proposing is “basic research,” i.e., a study deriving
from debates and concepts internal to social science, then all is not lost. You
can strengthen the persuasiveness of your case by showing nonspecialists why
they ought to take your ideas seriously. One way to do this is to try to make
broader links between your (very narrow) research proposal and wider issues.

MAKE BROADER LINKS

Realism need not mean that you must present your research as a narrow, ane-
mic exercise. Even if you cannot cover every aspect of the field yourself, you
should demonstrate your understanding of the broader implications of your
proposed research.

One way to do that is to hint at a wider context: “Place the problem in con-
text to show, for instance, that ‘when we understand this, we will be able to
work on that’” (Morse, 1994, p. 227).

Of course, you will be studying very few cases or maybe only a single case. Be
positive about the gains as well as the losses of this! Show how a relatively small
database will enable you to conduct an in-depth analysis (see Chapters 8 and 13).
And argue that your case can indicate far Jarger phenomena: “The writer must
show how, in examining a specific setting or group of individuals, she is study-
ing a case of a larger phenomenon” (Marshall & Rossman, 1989, p. 12).

CONCLUDING REMARKS

If you eventually submit a research proposal with the kind of logical structure
we have been suggesting, you may be plagued by a horrible thought. Will you
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actually have to follow, word for word, every idea you have suggested? If
things turn out differently than the way you now expect, will your supervisor
insist that you follow your self-prescribed route?

Fortunately, the answer to these kinds of questions is generally no.” Your
research proposal should not be regarded as some kind of contract, which, if
approved, is legally enforceable. Every practitioner recognizes that all researchers
may, at some stage, find it worthwhile to divert from an initial path. This is par-
ticularly true of qualitative research, where analysis of field data often leads in
unexpected but fruitful directions (see Chapter 12).

Of course, this does not mean that you may not be asked to justify any diver-
sion. But any research proposal should not be set in stone for all time.

What, then, is the point of having to write an initial proposal? Let us suggest
two answers to this reasonable question.

First, having had to work out a clear, persuasive research proposal is a won-
derful discipline which will help you work out exactly what it is you want to
do. As such, it can guide you in the initial stages of your research. Second, such
a proposal helps others. In particular, it allows your potential supervisors to see
if you are the kind of student who is able to think critically and, just as impor-
tant, to move outside your own inner world in order to work out what others
may be looking for.

This means that ultimately a research proposal should not be regarded as a
legal contract but as a way of responding to the potential questions experi-
enced researchers may ask about your plans. These questions are summarized
in Table 10.3.

Table 10.3  Questions a Research Proposal Must Answer

1. Why should anyone be interested in the research? '
2. Is the research désign credible, achievable, and carefully explained?

3. Is the researcher capable of doing the research?

SOURCE: Adapted from Marshall and Rossman (1989), p. 2.

KEY POINTS

When preparing a research proposal, try to find answers to three questions
suggested by Punch (1998, p. 268):

1. What? What is the purpose of my research? What am I trying to find out?

2. How? How will the proposed research answer these questions?
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3. Why? Why is the research worth doing (and/or funding)? What will we 6. Methods (description of case[s] chosen, procedures for data collection, and data
learn and why is it worth knowing? . analysis)
. s L 7. Ethical issues
You can answer these questions better by following five principles:
8. Practical relevance

. Aim for crystal clarity. 9. Atimetable

. Plan before you write. o
10. A set of preliminary references

Be persuasive.

Be practical.

R SR

. Aim for broader links.

FURTHER READING

A research proposal is crafted according to the level of your research. Beginning
researchers should turn to Moira Kelly’s “Writing a Research Proposal”
(in C. Seale [Ed.], Researching Society and Culture, 2004, pp. 111-122). At
PhD level, useful references are Pat Cryer’s The Research Student’s Guide to
Success (1996), Chapter 2; and Keith Punch’s Developing Effective Research
Proposals (2000) (a much shorter version is contained in Punch’s book
Introduction to Social Research, 1998, pp. 268-279). Beyond the PhD,
you should consult Janice Morse’s “Designing Funded Qualitative Research”
(in N. Denzin and Y. Lincoln [Eds.], Handbook of Qualitative Research, 1994,
pp. 220-235).

Prepare a draft proposal about your research (no more than 1500 words) covering the
following elements:

1. Title

2. Abstract

3. Background or introduction

4. Statement of purpose or aims

5. Review of the relevant literature
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CHAPTER 11

Beginning Data Analysis

INTRODUCTION

After their first year of research, people have varying degrees of certainty about
the future. As Coffey and Atkinson (1996) put it, the end of year 1 sees two
kinds of researcher. The uncertain one feels he or she is drowning in data and
asks: “I've collected all this data, now what should I do?” The other, more con-
fident, researcher states, “I've collected all my data; now I'm going to analyze
it and write it up.”

The temptation might be to find merit in both positions. After all, self-
questioning and self-confidence both seem to be worthy qualities in a researcher.
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In fact, neither position is satisfactory and both reflect a more or less wasted
first year of research:

Both positions imply a woeful lack of appreciation of what is and can be
meant by analysis. . . . [Such analysis] is a pervasive activity throughout
the life of a research project. Analysis is not simply one of the later stages
of research, to be followed by an equally separate phase of “writing up
results.” (Coffey & Atkinson, 1996, pp. 10-11, our emphasis)

Research designs that devote the first year solely to a literature review and/or
data gathering may look excellent on paper. Indeed, they may be just the thing
in quantitative studies more concerned with implementing predesigned mea-
sures rather than employing a theoretical imagination. But in most qualitative
research, unless you are analyzing data more or less from day 1, you will always
have to play catch-up.

That’s all very well, you might respond, but where on earth am I going to
get my data from on day 1? Surely, most of my first year is going to be spent
on getting access to some research site or set of respondents and then, if suc-
cessful, gathering my data. How is it going to be possible to start data analy-
sis so quickly?

In the rest of this chapter, we show you how to kick-start your data analysis
very early on. We then discuss ways to begin data analysis on many different
kinds of qualitative data: interviews, field notes, texts, visual data, and transcripts
of conversation.

KICK-STARTING DATA ANALYSIS

As already noted, you might well ask, where am I going to get my data on day 12
There are five very practical, complementary solutions to this puzzle:

o Analyze data already in the public sphere.

Beg or borrow other people’s data.
e Seek advice from your supervisor.
e Analyze your own data as you gather it.

e Ask key questions about your data.

We briefly discuss each strategy in the following paragraphs.

Beginning Data Analysis

Analyze Data Already in the Public Sphere

Some types of naturally occurring materials are already waiting for you. For
instance, when undergraduate students doing a dissertation at David’s London
college used to approach him with their concerns about gathering and analyz-
ing data in, say, a 3-month time slot, he usually gave the following advice: Hop
on a train to Colindale in North London. Turn right out of the station and you
will come to a big building marked British Museum Newspaper Library. Now
select a few newspapers that covered a particular story (e.g., Princess Diana’s
death, the O.J. Simpson trial, or the McCann baby missing in Portugal). Of
course, you still lack a research problem and a method of analysis, and you will
need to think long and hard about both. But you have your data, so go to it!

Needless to say, the public sphere contains much more than newspapers.
There are all the other kinds of written texts, from novels to the contents of dif-
ferent Web sites on the Internet. There are the products of the broadcast media,
radio, and TV programs, from phone-ins to soap operas and news broadcasts.
Then there are those rare qualitative studies that reproduce large portions of
data, making them available for your own reanalysis, perhaps following up dif-
ferent questions from those originally asked.

Even if you intend, in due course, to gather your own data, these materials
are immediately available. As such, they provide a marvelous opportunity to
refine your methods and to get a feel for the joys (and torments) of hands-on
data analysis.

Beg or Borrow Other People’s Data

Perhaps your research interests cannot be accommodated by data in the
public sphere. If so, it is always worth making inquiries in your department
about relevant data that other people may be willing to share with you.

Your supervisor is an obvious person to turn to. Having agreed to supervise
you and thereby acknowledging a common research interest, it is probable that
your supervisor will have already gathered data that may be relevant to your pro-
ject. Don’t be shy to ask if you might have access to it. This was exactly the strat-
egy that David’s student Vicki Taylor followed. He was delighted to pass on his
data to her so she could explore a research problem that was different from his.

Of course, there may be ethical or other reasons why such access is not
always possible. But most supervisors will be delighted, perhaps even flattered,
if you are interested in their own data. After all, your research may lead to new
ideas that will help them in their own work.
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If your supervisor cannot deliver the goods, explore your various peer
groups. Fellow research students in your department, perhaps two or three
years into their research, may, like your supervisor, welcome passing on some
of their own data. Or perhaps you can turn to members of study groups in your
area or even to visiting speakers talking on a relevant topic.

Above all, you must remember that, in most disciplines, no brownie points are
usually given for having your own data. It is the quality of your data analysis that
will matter, not whether you can show how clever you were in accessing your
data. Perhaps only in anthropology may the display of how, in pursuit of your
“tribe,” you have traveled thousands of miles, learned a foreign language, and
endured endless hardships count for something—but not much, we suspect.

Even if you feel happier to have your own data, remember that this does not
exclude the first two strategies. In the early stages, analysis of other people’s
data or public data may still give you the impetus you need for research “liftoff”
when you are ready to analyze your own materials.

You should now attempt Exercise 11.1.

Seek Advice From Your Supervisor

As an undergraduate, your main face-to-face contact with a faculty member
may have been when you submitted a term paper or, occasionally, when you got
some feedback after such a submission. However, this model of a student-staff
relationship is totally inappropriate when you are doing your own research.

Supervisors are there to offer support when you most need it (see Chapter 18).
If you feel that you are drowning in data, that is a prime time to ask for help.

One way they can help you gain focus is to suggest a small and hence achiev-
able task. Two examples of such tasks from Becker and Wolcott follow:

o Offering a snap characterization of what seems to be happening in your
data and asking you to respond to it. It really doesn’t matter how wide of
the mark this idea is if it can get you to start working with your data
(Becker, 1998)

o Asking you to take “some manageable unit of one as a focus” (Wolcott, 1990,
p- 69, discussed at greater length in Chapter 5). In this way, instead of con-
fronting your data as one large, threatening mass, you can narrow down and
achieve a focus on one topic, one activity, or one day (or one minute).

These kinds of tasks should help you overcome the kinds of mental blocks
we all too readily erect for ourselves when first confronting data. If we are set
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a small task, we are more likely to succeed and to gain confidence. Moreover,
through such small tasks, we can start to see subtleties in our data that may be
hidden if we ask big questions at the outset. As Becker (1998) reminds us,
don’t overtheorize early on in data analysis. Instead, begin from a situation or
a piece of data and then build theories out of this limited material.

Analyze Your Own Data as You Gather It

Data analysis should happen not only after all your data has been safely gath-
ered. Even if you only have one interview or recording or set of field notes, go
to it! Where appropriate, start transcribing. In all cases, start reviewing your
data in the light of your research questions.

Now is the time to test out methods, findings, and concepts. Here are some
good questions to ask yourself:

e Do I feel comfortable with my preferred method of data analysis (e.g.,
grounded theory, narrative, conversation, or discourse analysis)?

o Is my data-analysis method suggesting interesting questions?

o Is it giving me a strong grip on my data that looks as though it might gen-
erate interesting generalizations?

o Do previous research findings seem to apply to my data? If not, why not?
If so, how can I use my data to develop these findings?

o How do particular concepts from my preferred model of social research
apply to my data? Which concepts work best and hence look likely to be
most productive?

None of these questions can be properly answered from the armchair or
drawing board. No matter how elegant your original research proposal, its
application to your first batch of data is always salutary. In most qualitative
research, sticking with your original research design can be a sign of inade-
quate data analysis rather than demonstrating a welcome consistency.

None of this will you know until you begin analyzing your data. Of course,
this will mean committing yourself to writing up your analysis at a very early
stage. As Wolcott (1990, p. 20) argues, “You cannot begin writing early enough.”
Even a 200-word shot at data analysis will give your supervisor something to
go on. And even if your understandable initial hesitancy means that you are not
“off and running,” at least you will have started.

You should now attempt Exercise 11.2.
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Ask Key Questions About Your Data

Of course, what is a “key” question will depend on your research topic and
your preferred model of qualitative research. Although this means that there are
few if any “free-floating” key questions, the following list has worked with
David’s own students and is worth posing about your own research:

e What are the main units in your data and how do they relate to one another?
Remember that no meaning resides in a single unit and so everything
depends on how your units fit together. This is an issue of articulation.

e Which categories are actually used by the people you are studying?
Remember that; unlike quantitative researchers, we do not want to begin
with our own categories at the outset. This is an issue of definition.

o What are the contexts and consequences of your subjects’ use of cate-
gories? Remember that it is rarely right to ask why? questions before you
have identified the local phenomena involved. This is an issue of hows?
and whats?

s How do your difficulties in the field over, say, access and how you are
defined by your research subjects provide you with further research top-
ics? Remember that the beauty of qualitative research is that it offers the
potential for us to topicalize such difficulties rather than just treat them as
methodological constraints. This is an issue of the creative use of troubles.

So far we have been discussing ways to kick-start your data analysis.
However, our attempt to offer useful tips for any kind of study has meant that
we have had to talk about qualitative research in general. We now want to move
to a lower level of generality and to examine how you may begin to analyze dif-
ferent kinds of qualitative data. We will consider five different kinds of data:

e Interviews
o Field notes
e Texts

o Visual data

e Transcripts

For each data source, we will offer an example of how, in a particular study,
data analysis took off.

Beginning Data Analysis
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INTERVIEWS

In Chapter 4, we examined the various ways that researchers can read sense
into answers that respondents give to open-ended interview questions. The
most popular approach is to treat respondents’ answers as describing some
external reality (e.g., facts, events) or internal experience (e.g., feelings, mean-
ings). Following this approach, it is appropriate to build into the research
design various devices to ensure the accuracy of your interpretation, so you can
check the accuracy of what your respondents tell you by other observations
(see Chapter 14 on the method of triangulation). And you can treat such mea-
sures as intercoder agreement (see Chapter 14) and computer-assisted qualita-
tive data programs (see Chapter 13) as a means of securing a fit between your
interpretations and some external reality. Let us call this a realist approach to
interview data.

As Clive Seale has pointed out (personal correspondence), realism is here
used in the sense of the literary genre whose aim is to describe the gritty reality
of people’s lives. In this approach, typical of tabloid journalism, confessional
stories are gathered and presented to the reader as new “facts” about personal-
ities. This form of realism has had much influence on qualitative research (see
Atkinson & Silverman, 1997). .

An alternative approach treats interview data as accessing various stories
or narratives through which people describe their world (see Holstein &
Gubrium, 1995). This approach claims that, by abandoning the attempt to
treat respondents’ accounts as potentially true pictures of reality, we open
up for analysis the culturally rich methods through which interviewers and
interviewees, in concert, generate plausible accounts of the world. Although
this second approach may use similar measures to achieve quality control
(e.g., group data sessions to ensure agreement about the researchers’ read-
ing of a transcript), these measures are used in pursuit of a different, nar-
rated reality in which the situated, or locally produced, nature of accounts
is to the fore.

We are aware that many readers of this volume will favor the former
approach. At the same time, we do not want to neglect the latter, narrative
approach—particularly as it is closer to David’s own theoretical orientation.
Fortunately, there are examples available that show how you can kick-start a
piece of interview research using both these approaches.

Miller and Glassner (2004) describe a study involving in-depth, open-ended
interviews with young women (aged 13 to 18) who claim affiliation with youth
gangs in their communities (Miller, 1996). These interviews follow the comple-
tion of a survey interview administered by the same researcher.
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Here is how the authors describe the purposes of each form of data:

While the survey interview gathers information about a wide range of top-
ics, including the individual, her school, friends, family, neighborhood,
delinquent involvement, arrest history, sexual history, and victimization,
in addition to information about the gang, the in-depth interview is con-
cerned exclusively with the roles and activities of young women in youth
gangs, and the meanings they describe as emerging from their gang affili-
ation. (Miller & Glassner, 2004, p. 131)

Let us focus on the data that Miller obtained from her in-depth interviews.
This is one example: -

Describing why she joined her gang, one young woman told Miller, “Well,
I didn’t get any respect at home. I wanted to get some love and respect from
somebody somewhere else.” (Miller & Glassner, 1997, p. 107)

Here is another respondent’s explanation of why she joined a gang: “I didn’t
have no family. . . . I had nothin’ else” (1997, p. 107).

Another young woman, when asked to speculate on why young people join
gangs, suggested,

Some of ’em are like me, don’t have, don’t really have a basic home or steady
home to go to, you know, and they don’t have as much love and respect in
the home so they want to get it elsewhere. And, and, like we get, have family
members in gangs or that were in gangs, stuff like that. (1997, p. 107)

" Let us assume that you have gathered this data and now want to begin
analysis. Put at its starkest, what are you to do with it?

In line with the realist approach, using software programs such as ETHNO-
GRAPH or NUDeIST (see Chapter 13), you may start by coding respondents’
answers into the different sets of reasons that they give for participation in
gangs. From this data, two reasons seem to predominate: push factors (unsup-
portive families) and pull factors (supportive gangs).

Moreover, given the availability of survey data on the same respondents, you
are now in a position to correlate each factor with various background charac-
teristics that they have. This seems to set up your research in good shape. Not
only can you search for the subjective meanings of adolescent gangs, but also
you can relate these meanings to objective social structures.

The realist approach thus has a high degree of plausibility to social scientists
who theorize about the world in terms of the impact of (objective) social struc-
tures upon (subjective) dispositions. Moreover, the kind of research outputs
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that it seeks to deliver are precisely those demanded by “users” in the commu-
nity, seeking immediate practical payoffs from social science research.

However, say we are not entirely satisfied by the apparent plausibility of real-
ism. How can the narrative approach kick-start data analysis?

Miller and Glassner (2004, pp. 134-135) suggest that one way to begin is to
think about how respondents are using culturally available resources in order to
construct their stories. They refer to Richardson’s suggestion that “participation
in a culture includes participation in the narratives of that culture, a general
understanding of the stock of meanings and their relationships to each other”
(Richardson, 1990, p. 24).

How, then, can the previous data be read in these terms? The idea is to see
respondents’ answers as cultural stories. This means examining the rhetorical
force of what interviewees say, as “interviewees deploy these narratives to make
their actions explainable and understandable to those who otherwise may not
understand” (Miller & Glassner, 1997, p. 107). -

In the data already presented, Miller and Glassner note that respondents
make their actions understandable in two ways. First, they do not attempt to
challenge public views of gangs as bad. But, second, they do challenge the notion
that the interviewee herself is bad.

However, Miller and Glassner note that not.all their respondents glibly recy-
cle conventional cultural stories. As they put it,

Some of the young women go farther and describe their gang involvement
in ways that directly challenge prevailing stereotypes about gangs as groups
that are inherently bad or antisocial and about females’ roles within gangs.
(1997, p. 108)

This is some of the respondents’ accounts that they have in mind:

It was really, it was just normal life, the only difference was, is, that we
had meetings.

[We] play cards, smoke bud, play dominoes, play video games. That’s
basically all we do is play. You would be surprised. This is a bunch of big
kids. It’s a bunch of big old kids in my set. (1997, p. 109)

In accounts like these, Miller and Glassner argue that there is an explicit
challenge to what the interviewees know to be popular beliefs about youth
gangs. Instead of accepting the conventional definition of their behavior as
“deviant,” the girls attempt to convey the normalcy of their activities.

These narratives directly challenge stereotypical cultural stories of the gang.
Following Richardson, Miller and Glassner refer to such accounts as “collective
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stories,” which “resist the cultural narratives about groups of people and tell
alternative stories” (Richardson, 1990, p. 25).

Miller’s research on adolescent gang culture follows an earlier study of .

American adolescents’ perception and use of illegal drugs. In this study, Glassner
and Loughlin (1987) treat interview responses as both culturally defined narra-
tives and as possibly factually correct statements. So, for instance, when some-
one says she uses marijuana because her friends do, Glassner and Loughlin
(1987, p. 35) take this to suggest two findings:

She has made use of'a culturally prevalent way of understanding and talk-
ing about these topics [identifying a narrative].

We now have evidence that marijuana smoking is part of peer gather-
ings [the realist version].

Glassner and Loughlin argue that narrative analysis works through exam-
ining the nature and sources of the “frame of explanation” used by the inter-
viewee. However, the character of what the interviewee is saying can also be
treated, through a realist approach, as a factual statement and validated by
observation (e.g., of the series of interactions through which her friends’ use
comes to affect her own).

If we treat interviewees’ responses as factual statements, then it becomes cru-
cial to ask, “Can we believe the kids?” Clearly, the authors take this to be a
serious question, arguing that, indeed, we should trust (their report of) what the
kids are saying. They base this assertion on a set of claims about how rapport
was established with subjects: interviewers were accepted as peer-group members,
showed “genuine interest” in understanding the interviewee’s experiences and
guaranteed confidentiality (1987, p. 35).

Calling their approach a “methodology for listening,” Glassner and Loughlin
are thus centrally concerned with “seeing the world from the perspective of our
subjects” (1987, p. 37). In this respect, they share the same assumptions about
the authenticity of experience as do other realists and emotionalists. However,
their sensitive address of the narrative forms from which perspectives arise sug-
gests an alternative path for interview analysis (for a more developed version of
the narrative approach, see Gubrium & Holstein, 1997).

LD NOTES

Tape-recorded interviews, like texts and tapes of naturally occurring interac-
tion, allow you to return to your data in its original form as often as you wish.
The problem with field notes is that you are stuck with the form in which you
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made them at the time and that your readers will only have access to how you
recorded events.

There are two partial solutions to this problem: following strict conventions
in writing field notes and adhering to a consistent theoretical orientation. The
issue of field note conventions will be discussed in Chapter 12. In this chapter,
we discuss an observational research study that began from a well-defined theory.

In the early 1980s, David obtained access to a number of clinics treating can-
cer patients in a British National Health Service (NHS) hospital. Following
Strong’s (1979) account of the “ceremonial order of the clinic,” David was
interested in how doctors and patients presented themselves to each other. For
instance, Strong had noted that NHS doctors would adhere to the rule “polite-
ness is all” and rarely criticize patients to their faces.

While at the hospital, David noticed that one of the doctors regularly seemed to
“go missing” after his morning clinics. His curiosity aroused, he made inquiries. He
discovered that most afternoons the doctor was conducting his “private” practice
at consulting rooms in a salubrious area of London’s West End. Nothing ventured,
nothing gained, so David tried asking this doctor if he could “sit in” on the doc-
tor’s private practice. To David’s great surprise, the doctor consented on condition
that David did not tape-record. David happily agreed, even though this meant that
his data was reduced to (what he saw as) relatively unreliable field notes.

Obviously, in making field notes, one is not simply recording data but also
analyzing it. The categories you use will inevitably be theoretically saturated—
whether or not you realize it! Given David’s interest in Strong’s use of
Goffman’s (1974) concept of frames, he tried to note down the activities
through which the participants managed their identities. For instance, he noted
how long the doctor and patient spent on social “small talk” and how subse-
quent appointments were arranged.

However, if the researcher is physically present, two different kinds of issues
should never be neglected:

e What you can see (as well as hear)

e How you are behaving/being treated

What You Can See

Both NHS clinics were held in functional rooms, with unadorned white
walls, no carpets, simple furniture (a small desk, one substantial chair for the
doctor and a number of stacking chairs for patients, families, and students).
Like most NHS hospitals, heating pipes and radiators were very obtrusive.
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To enter the consulting rooms of the private clinic was to enter a different
world. The main room had the air of an elegant study, perhaps not unlike the
kind of room in a private house where a wealthy patient might have been vis-
ited by an 18th-century doctor. The walls were tastefully painted and adorned
with prints and paintings. The floor had a fine carpet. The furniture was repro-
duction antique and included a large, leather-topped desk, several comfortable
armchairs, a sofa, a low table covered with coffee table books and magazines,
and a bookcase that held ivory figures as well as medical texts. Plants were
placed on several surfaces, and the room was lit by an elegant central light and
a table lamp. To add an executive touch, there were three phones on the desk,
as well as a pen in a holder..

This room established an air of privacy as well as luxury. At the NHS clin-
ics, patients were nearly always examined in curtained-off areas. Here, how-
ever, the examination couch was in a separate room, which could only be
entered through the consulting room. Although more functional than the latter,
it was nonetheless carpeted and kept at a high temperature to keep patients
warm. Even the doctor himself might knock before entering this examination
room while the patient was dressing or undressing.

How You Are Being Treated

The emphasis on privacy in British “private” medicine creates a special prob-
lem for the researcher. While at the NHS clinics, David sheltered happily behind
a nametag, but at the private clinic his presence was always explained, if
ambiguously (“Dr. Silverman is sitting in with me today, if that’s all right?”).
Although identified and accepted by the patient, David remained uncomfortable
in his role in this setting. Its air of quiet seclusion made him feel like an intruder.

Like the doctor, David found himself dressing formally and would always
stand up and shake hands with the patient. He could no longer merge into the
background as at the NHS clinics. He regularly experienced a sense of intrud-
ing on some private ceremony.

His impression was that the private clinic encouraged a more personalized
service and allowed patients to orchestrate their care, control the agenda, and
obtain some “territorial” control of the setting. In David’s discussion of the
data, like Strong, he cites extracts from consultations to support these points,
while referring to deviant cases and to the continuum of forms found.in the
NHS clinics.

David’s interest in how observers are treated in medical settings is nicely
demonstrated in Perikyla’s (1989) study of a hospital ward for terminally ill
people. Perikyld shows how staff use a psychological frame to define themselves
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as objective surveyors of the emotional reactions of such patients. The psycho-
logical frame is a powerful means of resolving the identity disturbances found
in other frames—when a patient resists practical or medical framing, staff can
explain this in terms of the patient’s psychological state.

However, the psychological frame also turns out to be highly relevant to
understand staff’s response to Peridkyld himself. By seeing him as a researcher
principally interested in patients’ feelings, the staff had a ready-made explana-
tion of his presence to give to patients and also were able to guess which of their
own activities might need explaining to him.

Like Perikyld, by examining his own involvement in the framing of the inter-
action, and using his eyes as well as his ears, David had kick-started his analy-
sis. However, were there other ways in which he could systematically compare
the two NHS clinics with the private clinic? In Chapter 12, we discuss some
simple quantitative measures he used in order to respond to this problem.
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TEXTS

Quantitative researchers try to analyze written material in a way that will pro-
duce reliable evidence about a large sample. Their favored method is content
analysis, in which the researchers establish a set of categories and then count
the number of instances that fall into each category. The crucial requirement is
that the categories are sufficiently precise to enable different coders to arrive at
the same results when the same body of material (e.g., newspaper headlines) is
examined (see Berelson, 1952).

In qualitative research, small numbers of texts and documents may be ana-
lyzed for a very different purpose. The aim is to understand the participants’
categories and to see how these are used in concrete activities like telling stories
(Propp, 1968; Sacks, 1974), assembling files (Cicourel, 1968; Gubrium &
Buckholdt, 1982), or describing “family life” (Gubrium, 1992).

The constructionist orientation of many qualitative researchers thus means
that they are more concerned with the processes through which texts depict
reality rather than with whether such texts contain true or false statements. As
Atkinson and Coffey put it,

In paying due attention to such materials, however, one must be quite clear
about what they can and cannot be used for. They are “social facts,” in that
they are produced, shared and used in socially organized ways. They are not,
however, transparent representations of organizational routines, decision-
making processes, or professional diagnoses. They construct particular kinds
of representations with their own conventions. (2004, p. 58)
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The implications of this are clear:

Documentary sources are not surrogates for other kinds of data. We
cannot, for instance, learn through written records how an organization
actually operates day-by-day. Equally, we cannot treat records—however
«official”—as firm evidence of what they report. . . . This recognition on
reservation does not mean that we should ignore or downgrade documen-
tary data. On the contrary, our recognition of their existence as social facts
(on constructions) alerts us to the necessity to treat them very seriously
indeed. We have to approach documents for what they are and what they

are used to accomplish. (2004, p- 58)

What does it mean to approach texts © for what they are”? Let us take a con-
crete example. In two of Sacks’s lectures, he refers to a New York Times story
about an interview with a navy pilot about his missions in the Vietnam War
(Sacks, 1992, Vol. 1, pp. 205-222, 306-311). Sacks is especially interested in
‘the story’s report of the navy pilot’s reported answer to a question in the fol-

lowing extract.

The Navy Pilot Story

How did he feel about knowing that even with all the care he took in aiming
only at military targets, someone was probably being killed by his bombs?

1 certainly don’t like the idea that I might be killing anybody,” he replied. “But

1 dor’t lose any sleep over it. You have to be impersonal in this business. Over
North Vietnam I condition myself to think that 'm a military man being shot
at by another military man like myself. (Sacks, 1992, Vol. 1, p. 205)

Sacks invites us to see how the pilot’s immediate reply (“1 certainly don’t
like the idea”) shows his commitment to the evaluational scheme offered by the
journalist’s question. For instance, if the pilot had instead said, “Why do you

* ask?” he would have shown that he did not necessarily subscribe to the same
" moral universe as the reporter (and, by implication, the readers of the article).

Having accepted this moral schema, Sacks shows how the pilot now builds
an answer that helps us see him in a favorable light. The category “military
man” works to defend his bombing as a category-bound activity, which reminds
us that this is, after all, what military pilots do. The effect of this is magnified
by the pilot’s identification of his coparticipant as «“another military man like
myself.” In this way, the pilot creates a pair (military man/military man) with
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recognizable mutual obligations (bombing/shooting at the other). In terms of
this pair, the other party cannot properly complain or, as Sacks puts it “There
are no complaints to be offered on their part about the error of his Way; except
if he happens to violate the norms that, given the device used, are op;rative”
(1992, Vol. 1, p. 206).

Notice alsp that the pilot suggests that “you have to be impersonal in this
business.” Note how the category “this business” sets up the terrain on which
the specific pair of military men will shortly be used. So this account could be
offered by either pair-part.

However, as Sacks argues, the implication is that “this business” is one of many
where impersonality is required. For,

if it were th.e case that, that you had to be impersonal in this business held
only foF this business, then it might be that doing this business would be
wrong in the first instance. (1992, Vol. 1, p. 206)

Moreover, the impersonality involved is of a special sort. Sacks points out
that we hear the pilot as saying not that it is unfortunate that he cannot kill
“personally” but rather that being involved in this “business” means that one
must not consider that one is killing persons (1992, Vol. 1, 209).

However, the pilot is only proposing a pair of military man-military man. In
that sense, he is inviting the North Vietnamese to “play the game” in the sa‘rne
way a child might say to another, «Pll be third base.” However, as Sacks notes
in children’s baseball, such proposals can be rejected: , ,

If you say “T’ll be third base,” unless someone else says “and I'll be .. .7
another position, and the others say they’ll be the other positions, then
you’re not that thing. You can’t play. (1992, Vol. 1, p. 307)

Of course, the North Vietnamese indeed did reject the pilot’s proposal
Instead, they proposed the identification of the pilot as a “criminal” an(i
defined themselves as “doing police action.” ’

As Sacks notes, these competing definitions had implications that went beyond
mere propaganda. For instance, if the navy pilot were shot down, then the Geneva
Qonventions about his subsequent treatment would only properly be applied if he
indeed were a “man” rather than a “criminal” (1992, Vol. 1, p. 307).

S.acks’s analysis derives from his particular way of treating texts (like
Atkmsgn and Coffey) as representations. Like Garfinkel (1967), Sacks wanted
to avoid treating people as “cultural -dopes,” representing the world in ways
that some culture demanded. Instead, Sacks approached culture as an inference-
making machine”: a descriptive apparatus, administered and used in specific
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contexts. The issue for Sacks was not to second-guess societal members but.to
try to work out “how it is that people can produce sets of actions that proYlde
that others can see such things . .. [as] persons doing intimacy . . . persons lying,
etc.” (1992, Vol. 1, p. 119).

Given that many categories can be used to describe the same person or act,
Sacks’s task was “to find out how they [members] go about choosing among the
available sets of categories for grasping some event” (1992, Vol. 1, p. 41).

So Sacks does not mean to imply that “society” determines which category
one chooses. Instead, he wants to show the active interpretive work involved in
rendering any description and the local implications of choosing any particular
category. Whether or not we choose to use Sac_ks’s precise method, he offers an
inspiring way to begin to analyze the productivities of any text.

[ISUAL DATA

Visual data is a very broad category which can encompass anything from videc.>s
to photographs to naturally occurring observational data like that disFussed in
the section on British private medicine and to such aspects of our environment
like street signs and advertisements (see Emmison & Smith, 2000).

The analysis of visual data can be very complicated and, in some hands, can
be so overtheorized that one feels that the theoretical tail is wagging the empir-
ical dog! To simplify matters for the beginning researcher, we will use as an
example a relatively straightforward study and illustrate how data analysis
took off. ; o

Sharples, Davison, Thomas, and Rudman (2003) had the intex:es‘cm;_:,J idea of
studying the kinds of photographs made by children. A total of 180 children of
three different ages (7, 11, and 15) were given single-use cameras and asked to
use them in any way they pleased over a weekend. Over 4300 photographs were
generated by this means. .

Data analysis took off through using a form of content analysis that pro-
duced a kind of “radar screen . . .a two-dimensional scatterplot showing the
principal axes of variability” (Sharples et al., p. 311). This data was set up in
this way in order to answer some early, key research questions:

What is the content of each photograph?

Are the people or objects shown posed?

@

Who are the people shown?

How do each of these features vary by the age of the photographer?
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The analysis showed significant variation by the age of the child. For
instance, 7-year-old children were more likely to take photographs of toys and
other possessions. They also took more photographs of their home and family.
By contrast, the 11-year-olds concentrated on outdoor and/or animal pho-
tographs (usually their pets), whereas the 15-year-olds mainly took photographs
of their friends, usually of the same sex and often in “informal and striking
poses” (pp. 316-317). :

This study shows that an apparently simple count of such apparently basic fea-
tures can raise a number of interesting issues. In this case, the researchers sought
to pursue these issues by qualitative interviews with their child photographers.

Following the suggestion in the section titled “Ask Key Questions About
Your Data,” this study took off by beginning with descriptive questions of
what? and how? This generated why? questions, which they later sought to
answer through interviews with subjects. The interviews also allowed the com-
parison of the categories that the researchers used with those used by the
children themselves.
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TRANSCRIPTS

Like any kind of data, the analysis of tapes and transcripts depends on the gen-
eration of some research problem out of a particular theoretical orientation. As
with the writing of field notes, the preparation of a transcript from an audio-
or videotape is a theoretically saturated activity. Where there is more than one
researcher, debate about what you are seeing and hearing is never just about
collating data—it is data analysis. But how do you push the analysis beyond
an agreed transcript?

The temptation is to start at line 1 of your transcript and to work your way
down the page making observations as you go. However, the danger of proceed-
ing in this way is that your observations are likely to be ad hoc and commonsen-
sical. Moreover, if you are committed to an approach (like CA or DA), which
looks at how the participants coproduce some meaning, then beginning with a sin-
gle utterance gets you off on the wrong foot. How else ¢an you proceed?

In Chapter 6, we came across Mason’s (1996) idea of formulating a research
topic in terms of different kinds of puzzles. Identifying a puzzle can also be the
way to kick-start the analysis of a transcript. Once you have found your puzzle,
the best method is often to work back and forth through your transcript to see
how the puzzle arises and is resolved.

As in the other sections, let us take a concrete example. David was work-
ing on some transcripts of parent-teacher interviews gathered in Australian
schools by Carolyn Baker and Jayne Keogh (1995). The following examples
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involve a student, Donna (S); her parents (F and M); and her teacher (T). In
Extracts 11.1 and 11.2, there are no audible responses from Donna or

Donna’s parents to a piece of advice from the teacher (® indicates turn-slots

where receipts are absent):

Exacr 111

T:  that’s the only way I can really (1.0) really help at the moment and (.)
for Donna herself to um do a little bit more in class and not chat so
much down the back with Nicky and (.) Joanne?

(1.0)
T: um(2.0)

Emall2 s

T:  Or we maybe, if- our next unit of work, Donna? if it’s (.) another group
do you think you- you’d perform better not working with the same girls?

(1.0)
T:  work with a different, with someone different in the class?

(2.0)

T:  youd prefer to work with the same girls

In Extract 11.3, Donna’s father eventually responds after a pause in a turn-
slot in which Donna might have spoken:

Extract 11.3

T: I don’t- know it’s really the three of you got to pull up your socks sort
of thing or (.) or you sit somewhere different but

(2.0)
T 10

F:  [I think you should sit somewhere different

Finally, in Extract 11.4, Donna does not respond to her father’s advice:

Beginning Data Analysis

F: I think you should sit somewhere different

M: Mm?

F: well think of your marks it’s just (4.0) it’s pretty rubbishy

The absence of (spoken) responses by a student to her teacher’s or parents’
advice in Extracts 11.1-11.4 gave them the puzzle that kick-started their analy-
sis (Silverman, Baker, & Keogh, 1997). Such silence is a puzzle because it does
not appear to fit with what we know about conversation, where the absence of
a response by someone selected for next turn is remarkable and accountable
(Sacks, Schegloff, & Jefferson, 1974).

To try to solve this puzzle, they searched other data for comparable findings.
In over sixty advice sequences in pre-HIV-test counseling, David had only one
example of such a silent response to advice (Silverman, 1997). This is shown in
Extract 11.5 [C = counselor, P = patient]:

[A01] C: this is why we say hh if you don’t know the person that

[A02] you’re with (0.6) and you’re going to have sex with them hh
[A03] it’s important that you tell them to (0.3) use a condom
[A04] (0.8)

[AO5] C:  or to practice safe sex that’s what using a condom means.

[A06] (1.5)

[A07] C:  okay?

[A08] (0.3)

[A09]P:  uhum

[to] - {0.4)

[11] C: has your partner ever used a condom with you? (Silverman, 1997,
p- 118)

Notice the 1.5-second pause at the second e. Because this follows a possible
turn-completion point as C concludes her advice, the pause can be heard as P’s
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pause. Moreover, C demonstrates that she monitors it this way by using
“okay?” to go in pursuit of some utterance to indicate that at least P is listen-
ing. When, after a further pause, she obtains “uhum,” C can now continue.

However, it is also worth noting C’s explanation (or gloss), which follows -

“use a condom.” As that phrase could also have been heard as terminating C’s
advice, she seems to have interpreted the 0.8-second pause that follows as rep-
resenting an absent continuer and, therefore, a possible lack of understanding.
So she provides her gloss in order, unsuccessfully as it turns out, to create a

" stronger environment in which to get a continuer.

Extract 11.5 shares one further similarity with the teacher—pupil advice
sequences. The patient in Extract 11.5 is a 16-year-old person, by far the
youngest of all the clients in the HIV counseling extracts.

On a nonanalytic level, what we seem to be dealing with here is the social
problem well known to both professionals and parents: that is, the common
nonresponse of adolescents when told what to do by adults (or even when asked
questions). This social problem is seen massively in hospital clinics run for ado-
lescents and evokes continual, unsuccessful attempts to get the child to speak
(see Silverman, 1987). In Extracts 11.6-11.8 below, taken from such clinics, we
also find nonresponse to advice (D = doctor, P = patient, and M = mother):

D:  What should we do about your diabetes? Because you’ve not been doing
your testing (untimed pause)

D:  Iknow at the moment your feeling sod all this altogether
P:  Dor’t know
D:  Would it help if we got off your back?

(untimed pause) (Diabetic clinic 1 [NH:17.7])

D:  The blood sugar is really too high

(untimed pause) (P is looking miserable)
M:  We have to fight this all the way
D:  One or two units, does this really upset you?

(untimed pause) (P is looking down and fiddling with her coat) (Diabetic
clinic 2 [S:12.2])

Beginning Data Analysis

D: Um (2.0) but you’re satisfied with your lip, are you, we don’t want any-
thing done to that?

M:  She doesn’t (1.0) it doesn’t seem to worry her

D:  Heh heh don’t want anything done about any[thing?

M:  [heh heh

D: Not your nose?

(3.0) (Cleft-palate clinic [14.32-3])

Throughout Extracts 11.5-11.8, adolescents fail to respond in the second-
turn position to advice and questions. In Extracts 11.5 and 11.6, they eventually
offer a minimal response after a second prompt. By contrast, in Extracts 11.7
and 11.8, when these young patients fail to take a turn when nominated as
next speaker, their mothers speak for them, offering a commentary on their
child’s behavior or feelings. Finally, in Extract 11.8, when D once more renom-
inates the patient as next speaker, nothing is heard.

However, if David and his colleagues had stopped at the observation of a
congruence between professional-client encounters involving young people in
both medical and educational settings, they would only be restating a social
problem well known to parents and professionals dealing with young people.
We work on the assumption that the skills of social scientists arise precisely in
their ability to look at the world afresh and hence hold out the possibility of
offering insights to practitioners. The question was, then, how could they move
from their commonplace observation to a social science analysis?

Earlier in this book, we suggested that qualitative research is at its strongest
in answering questions like how? and what? rather than why? So their initial
response was to shift the focus away from explaining their observation and
moving toward locating its interactional achievement. Thus they asked, how is
questioning and advice giving interactionally managed, turn by turn, where the
ostensible answerer or advice recipient is apparently nonresponsive?

In multiparty professional-client settings, the recipient of a particular turn
is not given by some institutional rule but is actively “worked at” by the par-
ticipants. Extract 11.8 is a very nice example of this and is given here again:

D: Um (2.0) but you’re satisfied with your lip, are you, we don’t want any-
thing done to that?
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She doesn’t {1.0) it doesn’t seem to worry her

M:
D:  Heh heh don’t want anything done about any]thing?
M:  [heh heh

D:

Not your nose?

(3.0) (Cleft-palate clinic [14.32-3])

As we have already remarked, in line 1, D appears to nominate as next
speaker someone who might appropriately make an assessment about ]:’161'
“lip.” However, although the next speaker orients to this nomination (talking
about “she” and “her” rather than “I” and “me” in line 3), she is not the next
speaker so nominated. Moreover, when D appears to renominate M’s .da}ugh—
ter as next speaker (lines 4 and 6), although she is silent, M claims recipiency
via her laughter at line 5.

Extract 11.8 shows that recipiency is constructed on a turn-by-turn basis.
Moreover, even within a single turn, the recipient may be redefined. Notice, for
instance, how D switches from the voice of “you” to “we” within line 1.

Such a switch is interactionally ambiguous. First, “we” may be heard as no
more than the patronizing way of referring to organizational clients quite com-
mon in England (and, sometimes, the object of a sarcastic response, e.g., “me
and who else?”). Second, in this local context, it creates the possibility that D’s
question about “lip satisfaction” is addressed to both or either mother and
daughter. Indeed, it may be this very possibility that allows a parent to respond
without a pause (in line 3) in a slot in which the child might have been expected
to answer a question. .

Extract 11.8, from a cleft-palate clinic, shows how the parties play with the
ambiguity about who is the recipient of a particular question. Rather than treat-
ing ambiguity as a communication problem, the analysis has begun to show
how the interactants can use ambiguity as a resource.

The same interpretation may be attached to the child’s silence. Instead
of treating this silence as indicating some deficiency on the part of the
child, they argued that, faced with the ambivalence built into such, ques-
tions and comments by teachers (and parents), silence can be treated as a
display of interactional competence. Finally, moving on to the why? ques-
tion, they speculated that this is because silence (or at least lack of verbal
respoﬁse) allows children to avoid implication in the collaboratively
accomplished adult moral universe and, thus, enables them to resist the
way in which an institutional discourse serves to frame and constrain their
social competencies.

Beginning Data Analysis
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CONCLUDING REMARKS

In this chapter, we have shown how, using the four main kinds of qualitative

data, you can begin data analysis. By generating a puzzle by early inspection of
some data, whether your own or borrowed, you can kick-start any research

project. In Chapter 12, we examine how data analysis can be developed after
these first stages.

KEY POINTS

Avoid spending the first period of your research without analyzing any data.
There are several ways to kick-start data analysis:

e Analyze data already in the public sphere
e Beg or borrow other people’s data
e Seek advice from your supervisor

e Analyze your own data as you gather it

e Ask key questions about your data
When analyzing different kinds of qualitative data, the following issues arise:

Interviews: Is your aim to describe the gritty reality of people’s lives (real-
ism) or to access the stories or narratives through which people describe
their worlds (constructionism)?

Field notes: You need to note what you can see (as well as hear) as well as
how you are behaving and being treated.

Texts and visual material: Is your goal precise content analysis in which you
establish a set of categories and then count the number of instances that fall
into each category? Or is your aim to understand the participants’ categories
and to see how these are used in concrete activities like telling stories, assem-
bling files, or taking photographs?

Transcripts: The preparation of a transcript from an audio- or videotape is
a theoretically saturated activity. Where there is more than one researcher,
sorting out what you are seeing and hearing is never just about collating
data—it is data analysis.
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FURTHER READING

Harry Wolcott’s little book Writing Up Qualitative Research (Sage Qualitative
Research Methods Series, Number 20, 1990), especially Chapter 2, is a helpful,
informal guide to beginning data analysis. Other relevant sources are Amanda
Coffey and Paul Atkinson’s Making Sense of Qualitative Data (1996), Chapter 2,
and Jennifer Mason’s Qualitative Researching (2002). For further details of the
case studies discussed in this chapter, see Jody Miller and Barry Glassner’s “The
Inside and the Outside: Finding Realities in Interviews,” in David’s edited collec-
tion Qualitative Research (2004); David’s two monographs Communication in the
Clinic (Silverman, 1987).and Discourses of Counselling (Silverman, 1997); and
Harvey Sacks’s Lectures on Conversation (Vol. 1, 1992), pages 205-222 and
306-311. If you are interested in using Iniernet data, consult Annette Markham’s
chapter “Internet Communication as a Tool for Qualitative Research” in David’s
book Qualitative Research (Silverman, 2004).

This gives you the opporiunity to think about relevant data sets to which you may have
early access.

1. Review relevant data already in the public sphere, for instance on the media
(from newspapers to television and radio to the Intemet). Select a data set and
begin to analyze it. :

2. Ask your supervisor and/or fellow students about any relevant data that they
might have that you could borrow either as a preliminary exercise or possibly to
develop long-term collaboration. Do a brief analysis of some of it.

This gives you an opportunity to analyze your own data as soon as you obtain it.

1. Which questions does your preferred method of data analysis suggest? What
interesting generalizations can you start to pull out of your data?

2. Do previous research findings seem to apply to your data? If not, why not? If so,
how can you use your data to develop these findings?

3. How do particular concepts from your preferred model of social research apply to
your data? Which concepts work best and hence look likely to be most productive?

CHAPTER 12

Developing Data Analysis

INTRODUCTION

Chapter 11 stressed the importance of early data analysis and showed how to
kick-start such analysis. In this chapter, we will examine how you can develop
your research after these beginnings. Although we will focus here just on obser-
vational and tape-recorded data, many of the suggestions equally apply to other
kinds of qualitative data.

However, a checklist of suggestions can appear somewhat anemic and without
substance. This chapter begins, therefore, with an account of how data analysis
developed in one qualitative study. The beauty of qualitative research is that it
gives you access to the nitty-gritty reality of everyday life viewed through a new
analytic lens. Through the example that follows, you will learn how to take
advantage of that access in order to focus and then refocus your data analysis.
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A CASE STUDY

In the early 1980s (see Silverman, 1987, chaps. 1~-6), David was directing a
group of researchers studying a pediatric cardiology (child heart) unit. Much
of their data derived from tape recordings of an outpatient clinic that was held
every Wednesday.

It was not a coincidence that they decided to focus on this clinic rather than
upon, say, interaction on the wards. Pragmatically, they knew that the clinic, as
a scheduled and focused event lasting between 2 and 4 hours and tied to partic-
ular outcomes, would be likely to give them a body of good-quality data. By
contrast, on the ward, tape recording would be much more intrusive and pro-
duce tapes of poorer quality because of multiple conversations and background
noise. Even if these technical problems could be overcome, the (apparently)
unfocused character of ward life meant that it would be far harder to see order
than in the outpatient clinic. For instance, unlike the latter, there would be no
obvious repetitive structures like scheduled meetings by appointment, physical
examinations, and announcements of diagnosis and prognosis.

Of course, this does not mean that a researcher should never study appar-
ently unfocused encounters—from the hospital ward to the street corner. But it
does mean that, if you do, you must be prepared for long vigils and apparently
unpromising data before researchable ideas start to gel.

At their hospital clinic, they became interested in how decisions (or “dispos-
als”) were organized and announced. It seemed likely that the doctor’s way of
announcing decisions was systematically related not only to clinical factors (like
the child’s heart condition) but also to social factors (such as what parents would
be told at various stages of treatment). For instance, at a first outpatients’ consul-
tation, doctors would not normally announce to parents the discovery of a major
heart abnormality and the necessity for life-threatening surgery. Instead, they
would suggest the need for more tests and only hint that major surgery might be
needed. They would also collaborate with parents who produced examples of
their child’s apparent wellness. This step-by-step method of information giving
was avoided in only two cases. If a child was diagnosed as healthy by the cardiol-
ogist, the doctor would give all the information in one go and would engage in
what the researchers called a “search and destroy” operation, based on eliciting
any remaining worries of the parent(s) and proving that they were mistaken.

In the case of a group of children with the additional handicap of Down syn-
drome, as well as suspected cardiac disease, the doctor would present all the
clinical information at one sitting, avoiding a step-by-step method. Moreover,
atypically, the doctor would allow parents to make the choice about further
treatment, while encouraging them to dwell on nonclinical matters like their
child’s “enjoyment of life” or friendly personality.

Developing Data Analysis

The researchers then narrowed their focus to examine how doctors talked to
parents about the decision to have a small diagnostic test on their children. In
most cases, the doctor would say something like this: “What we propose to do,
if you agree, is a small test.”

No parent disagreed with an offer that appeared to be purely formal—like
the formal right (never exercised) of the Queen not to sign legislation passed by
the British Parliament. For Down syndrome children, however, the parents’
right to choose was far from formal. The doctor would say things to them like
the following;:

I think what we would do now depends a little bit on parents’ feelings.
Now it depends a little bit on what you think.

It depends very much on your own personal views as to whether we should
proceed.

Moreover, these consultations were longer and apparently more democratic
than elsewhere. A view of the patient in a family context was encouraged and
parents were given every opportunity to voice their concerns and to participate
in decision making.

In this subsample, unlike the larger sample, when given a real choice, parents
refused the test—with only one exception. Yet this served to reinforce rather
than to challenge the medical policy in the unit concerned. This policy was to
discourage surgery, all things being equal, on such children. So the democratic
form coexisted with (and was indeed sustained by) the maintenance of an auto-
cratic policy.

The research thus discovered the mechanics whereby a particular medical
policy was enacted. The availability of tape recordings of large numbers of con-
sultations, together with a research method that sought to develop hypotheses
inductively, meant that David and his colleagues were able to develop their
data analysis by discovering a phenomenon for which they had not originally
been looking.

The lessons to be drawn from this study are summarized in Table 12.1.

Table 12.1  Four Ways to Develop Data Analysis

o Focus on data that is of high quality and is easiest to collect (tape recordings of clinics)
o Look at one process within that data (how medical “disposals™ are organized)
o Narrow down to one part of that process (announcing a small diagnostic test)

o Compare different subsamples of the population (Down syndrome children and the rest)
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In the second half of this chapter, we discuss the more general research strate-
gies available to you when your data, as in the case study, is in the form of tape
recordings of naturally occurring data. But perhaps you do not possess your
data on tape. Does this mean that everything is lost?

In the next section, we attempt to show how you can shore up the quality of
your field notes. Even if, in the final analysis, field notes can never rival the reli-
ability of a good-quality tape and transcript, thoughtfully constructed field notes
can provide the impetus for advanced data analysis.

FIELD NOTES AND DATA ANALYSIS

Why Detail Maiters

Field researchers seek to get close to others in order to understand their way
of life. To preserve and convey that closeness, they must describe situations
and events of interest in detail. (Emerson, Fretz, & Shaw, 1995, p. 14)

By preserving the details of interaction, you are in a better position to ana-
lyze the issues set out in Table 12.2.

Like any set of animating questions, the kind of issues set out in Table 12.2
reflect a particular model of the social world. As in David’s study of heart clin-
ics, Emerson et al. assume a constructionist or ethnomethodological model in
which the meaning of events is not transparent but is actively constructed by the
participants (members).

Two methodological imperatives flow from this model. First, a concern with
what participants take to be routine or obvious. Second, a recognition that what
is routine is best established through watching and listening to what people do

Table 12.2 Functions of Detailed Field Notes

o To identify and follow processes in witnessed events

o To understand how members themselves characterize and describe particular
activities, events, and groups

o To convey members’ explanations for when, why, or how particular things happen
and, thereby, to elicit members’ theories of the causes of particular happenings

°

To identify the practical concerns, conditions, and constraints that people
confront and deal with in their everyday lives and actions

SOURCE: Adapted from Emerson et al. (1995).

Developing Data Analysis

rather than asking them directly. So, unlike much ethnographic fieldwork, the
interview is not regarded as a major research tool. Instead,

the distinctive procedure is to observe and record naturally occurring talk
and interaction . . . [while] it may be useful or essential to interview members
about the use and meaning of specific local terms and phrases . . . the
researcher’s deeper concern lies in the actual, situated use of those terms
in ordinary interaction. (Emerson et al., 1995, p. 140)

Such a concern with what participants take to be ordinary and unexcep-
tional gives a clear focus to making and analyzing field notes. Data analysis can
then develop through asking the sorts of questions set out in Table 12.3.

Two Ways of Developing Field Note Analysis

Two practical rules have been suggested for developing ethnographic work
beyond the initial questions shown in Table 12.3:
o Thinking about what we can see as well as what we hear

o Expanding field notes beyond immediate observations

Using Your Eyes

In a study of the social organization of a restaurant, Whyte (1949) reaped
rich rewards by using his eyes to observe the spatial organization of activities.
More recently, in a study of interaction in hospital wards, Anssi Perdkyld
(personal correspondence) notes how spatial arrangements differentiate groups

Table 12.3 Six Groups of Questions for Field Note Analysis

What are people doing? What are they trying to accoﬁlplish?

How exactly do they do this? What specific means and/or strategies do they use?
How do members talk about, characterize, and understand what is going on?
What assumptions are they making?

What do I see going on here? What did I learn from these notes?

Why did I include them?

DN o M

SOURCE: Emerson et al. (1995), p. 146.
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of people. There are the wards and patient rooms, which staff may enter any-
time they need to. Then there are patient lounges and the like, which are a kind
of public space. Both areas are quite different from areas like the nurses’ room
and doctors’ offices, where patients enter only by invitation. Finally, if there is
a staff coffee room, you never see a patient there.

As Perikyli points out, one way to produce different categories of human
beings in a hospital is the allocation of space according to categories. At the
same time, this allocation is reproduced in the activities of the participants. For
instance, the perceptive observer might note the demeanor of patients as they
approach the nurses’ room. Even if the door is open, they may stand outside and
just put their heads around the door. In doing so, they mark out that they are
encroaching on foreign territory.

Unfortunately, we have all become a little reluctant to use our eyes as well
as our ears when doing observational work. However, these are exceptions.
Stimson (1986) has noted how “photographs and diagrams are virtually absent
from sociological journals, and rare in sociological books” (p. 641). He then
discusses a room set out for hearings of a disciplinary organization responsible
for British doctors. The Professional Conduct Committee of the General
Medical Council sits in a high-ceilinged, oak-paneled room reached by an
imposing staircase. There are stained-glass windows, picturing 16 crests and a
woman in a classical Greek pose. As Stimson comments,

This is a room in which serious matters are discussed: the room has a pres-
ence that is forced on our consciousness . . . speech is formal, carefully
spoken and a matter for the public record. Visitors in the gallery speak
only, if at all, in hushed whispers, for their speech is not part of the pro-
ceedings. (1986, pp. 643-644)

In such a room, as Stimson suggests, even without anything needing to be said,
we know that what goes on must be taken seriously. Stimson aptly contrasts this
room with a McDonald’s hamburger restaurant:

Consider the decorations and materials—plastic, paper, vinyl and poly-
styrene, and the bright primary colours. [Everything] signifies transience.
This temporary character is further articulated in the casual dress of cus-
tomers, the institutionally casualized dress of staff and the seating that is
constructed to make lengthy stays uncomfortable. (1986, pp. 649-650)

Stimson and Perikyld show that ethnographers who fail to use their eyes as
well as their ears are neglecting a crucial source of data. This lesson is most
readily learned if you imagine a sighted person being forced to make sense of
the world while blindfolded!

Developing Data Analysis

Expanded Field Notes

Fieldwork is so fascinating and coding usually so energy-absorbing, that
you can get preoccupied and overwhelmed with the flood of particulars—
the poignant quote, the appealing personality of a key informant. You
forget to think, to make deeper and more general sense of what is happen-
ing, to begin to explain it in a conceptually coherent way. (Miles &
Huberman, 1984, p. 69)

In order to make “deeper and more general sense of what is happening,”
Spradley (1979) suggests that observers keep four separate sets of notes:

1. Short notes made at the time
2. Expanded notes made as soon as possible after each field session

3. A fieldwork journal to record problems and ideas that arise during each
stage of field work

4. A provisional running record of analysis and interpretation (discussed by

Kirk & Miller, 1986, p. 53)

Spradley’s suggestions help systematize field notes and thus improve their
reliability (see Chapter 14). Like Spradley, Miles and Huberman offer system-
atic ways of expanding what gets recorded in field notes. They suggest writing
“contact summary sheets” or extended memos after each observation (Miles &
Huberman, 1984, pp. 50-51, 69-71).

An example of how to use a contact summary sheet to encourage analytic
thinking is set out in Table 12.4.

Table 12.4  Questions for Contact Summary Sheets

e What people, events, or situations were involved?
e What were the main themes or issues in the contact?
e Which research questions did the contact bear most centrally on?

o What new hypotheses, speculations, or guesses about the field situations were
suggested by the contact?

o Where should the fieldworker place most energy during the next contact, and
what sorts of information should be sought?

SOURCE: Miles and Huberman (1984), p. 50.
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Miles and Huberman suggest five reasons why such contact sheets are valuable:

To guide planning for the next contact
To suggest new or revised codes
To coordinate several fieldworkers® work

To serve as a reminder of the contact at a later stage

RN I

To serve as the basis for data analysis (adapted from Miles & Huberman,
1984, p. 51).

How we record data is important because it is directly linked to the quality
of data analysis. In this sense, field notes and contact sheets are, of course, only
a means to an end—developing the analysis.

Developing Analysis of Field Data

The move from coding to interpretation is a crucial one. . . . Interpretation
involves the transcendance of “factual” data and cautious analysis of what
is to be made of them. (Coffey & Atkinson, 1996, p. 46)

As Miles and Huberman (1984) point out, qualitative data comes in the
form of words rather than numbers. The issue, then, is how we move from

these words to data analysis. N
They suggest that data analysis consists of three concurrent flows of activity:

data reduction, data display, and conclusion drawing/verification (Miles &
Huberman, 1984, p. 21):

o Data reduction “refers to the process of selecting, focusing, simplifying,

abstracting, and transforming . .. ‘raw’ data” {p. 21). Data reduct}o.n
involves making decisions about which data chunks will provide your ini-
tial focus.

e Data display is “an organized assembly of information that pem.lits con-
clusion drawing and action taking” (p. 21). It involves assembling your
data into displays such as matrices, graphs, networks, and c‘harts, which
clarify the main direction (and missing links) of your analysis.

o Conclusion drawing means “beginning to decide what things mean, noting
regularities, patterns, explanations, possible configurations, causal flows
and propositions” (1984, p. 22).

Developing Data Analysis

o Verification means testing the provisional conclusions for “their plausibil-
ity, their sturdiness, their ‘confirmability’—that is, their validity” (p. 22).

Miles and Huberman demonstrate that in field studies, unlike much quanti-
tative research, we are not satisfied with a simple coding of data. As we argued
in Chapter 4, this means that qualitative researchers have to show how the
(theoretically defined) elements that they have identified are assembled or
mutually laminated. The distinctive contribution qualitative research can make
is by utilizing its theoretical resources in the deep analysis of usually small bod-
ies of publicly shareable data.

This means that coding your data according to some theoretical scheme
should only be the first stage of your data analysis. You will then need to go on
to examine how these elements are linked together. At this second stage, lateral
thinking can help. For instance, you can attempt to give your chosen concept or
issue a new twist, perhaps by pursuing a counterintuitive idea or by noting an
additional feature little addressed in the literature. In any event, as we show in
the next section, one way of achieving better data analysis is by a steadily more
narrow focus.

Progressive Focusing in Fieldwork

We only come to look at things in certain ways because we have adopted,
either tacitly or explicitly, certain ways of seeing. This means that, in observa-
tional research, data collection, hypothesis construction, and theory building
are not three separate things but are interwoven with one another.

This process is well described by using an analogy with a funnel:

Ethnographic research has a characteristic “funnel” structure, being
progressively focused over its course. Progressive focusing has two analyt-
ically distinct components. First, over time the research problem is devel-
oped or transformed, and eventually its scope is clarified and delimited
and its internal structure explored. In this sense, it is frequently only over
the course of the research that one discovers what the research is really
“about,” and it is not uncommon for it to turn out to be about something
quite remote from the initially foreshadowed problems. (Hammersley &
Atkinson, 1983, p. 175)

Atkinson (1992) gives an example of such a redefinition of a research prob-
lem. Many years after completing his PhD, Atkinson returned to his original
field notes on medical education. He shows how the original data can be reread
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in a quite different way. Atkinson’s earlier methoc-i hgd been to fragment
his field notes into relatively small segments, e:flch with its own category. Forl
instance, a surgeon’s description of postoperative c.:omphcz:‘tlons t§~ a s;rljglca”
team was originally categorized under .such h«iadmgs as 'unpre ictability,
“uncertainty,” “patient career” and “trajectory. When A:kmson returns to it,
it becomes an overall narrative, which sets up an“emgma ( ujleipected compli-
cations™), which is resolved in the for.m of a mf)ral tale” ( beware: unex-
pected things can always happen”). Viewed in this way, the surgeon’s story
becomes a text with many resemblances to a faxfy tale? .

Two studies of British medical clinics that David carried out in the 1980s zf{‘s’o
nicely illustrate Hammersley and Atkgson’s funnel. A§ we sh.owed,dpav{ s
observation of a pediatric cardiology unit moved unpredictably in the 1r§ctmn
of an analysis of disposal decisions with a sma?l group of Dovan syn rorr;e
children. Similarly, David’s research on cancer chr.ucs, discussed in thépterd.,
unexpectedly led into a comparison of fee-for-service and state-provided medi-

cine (Silverman, 1981, 1987). .
These two cases had three features in common:

1. The switch of focus—through the “funnel”—as a more defined topic arose.

2. The use of the comparative method as an invaluable tool of theory build-
ing and testing.

3. The generation of topics with a scope outside tht? substantive an?a'of the
research. Thus, the «ceremonial orders” found in the cancer clinics are
not confined to medicine, whereas the “democratic” decision ma'kmg
found with the Down children had unexpected effects of power with a
significance far beyond medical encounters.

As we have noted elsewhere (Silverman, 2001), working this way .para.ll'els
Glaser and Strauss’s (1967) famous account of grounded theory. A simplified

model of this involves these stages:
e An initial attempt to develop categories that illuminate the data

o An attempt to “saturate” these categories with many appropriate cases 1n
order to demonstrate their relevance

e The development of these categories into more general analytic frame-

works with relevance outside the setting

Glaser and Strauss use their research on death and dying as an example.
They show how they developed the category of “awareness contexts” to refer
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to the kinds of situations in which people were informed of their likely fate.
The category was then saturated and finally related to nonmedical settings
where people learn about how others define them (e.g., schools).

Grounded theory has been criticized for its failure to acknowledge implicit
theories that guide work at an early stage. It also is clearer about the generation
of theories than about their test. Used unintelligently, it can also degenerate into
a fairly empty building of categories or into a mere smoke screen used to legit-
imize purely empiricist research (see our critique of four qualitative studies in
Chapter 15 and Bryman, 1988, pp. 83-87). At best, grounded theory offers an
approximation of the creative activity of theory building found in good obser-
vational work, compared to the dire abstracted empiricism present in the most
wooden statistical studies.

However, quantification should not be seen as the enemy of good field
research. In the next section, we discuss one example of how simple tabulations
were used to test an emergent hypothesis in the study of cancer clinics.

Using Tabulations in Testing Fieldwork Hypotheses

In the cancer study, David used a coding form that enabled him to collate a
number of crude measures of doctor and patient interactions (Silverman,
1984). The aim was to demonstrate that the qualitative analysis was reason-
ably representative of the data as a whole. Occasionally, the figures revealed
that the reality was not in line with David’s overall impressions. Consequently,
the analysis was tightened and the characterizations of clinic behavior were
specified more carefully.

The crude quantitative data David had recorded did not allow any real test
of the major thrust of this argument. Nonetheless, it did offer a summary mea-
sure of the characteristics of the total sample, which allowed closer specification
of features of private and NHS clinics. In order to illustrate this, let us briefly
show you the kind of quantitative data he gathered on topics like consultation
length, patient participation, and the scope of the consultation.

David’s overall impression was that private consultations lasted considerably
longer than those held in the NHS clinics. When examined, the data indeed did
show that the former were almost twice as long as the latter (20 minutes versus
11 minutes) and that the difference was statistically highly significant. However,
David recalled that for special reasons, one of the NHS clinics had abnormally
short consultations. He felt a fairer comparison of consultations in the two.sec-
tors should exclude this clinic and should only compare consultations taken by
a single doctor in both sectors. This subsample of cases revealed that the differ-
ence in length between NHS and private consultations was now reduced to an
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average of less than 3 minutes. This was still statistically significant, although
the significance was reduced. Finally, however, if he compared only new pati-
ents seen by the same doctor, NHS patients got 4 minutes more on average—
34 minutes compared to 30 minutes in the private clinic. This last finding was
not suspected and had interesting implications for the overall assessment of the
individual’s costs and benefits from “going private.” It is possible, for instance,
that the tighter scheduling of appointments at the private clinic may limit the
amount of time that can be given to new patients.

As a further aid to comparative analysis, David measured patient participa-
tion in the form of questions and unelicited statements. Once again, a highly sig-
nificant difference was found: on this measure, private patients participated
much more in the consultation. However, once more taking only patients seen
by the same doctor, the difference between the clinics became very small and
was not significant. Finally, no significant difference was found in the degree to
which nonmedical matters (e.g., patient’s work or home circumstances) were
discussed in the clinics.

This quantitative data was a useful check on overenthusiastic claims about
the degree of difference between the NHS and private clinics. However, as we
argued in Chapter 10, David’s major concern was with the “ceremonial order”
of the three clinics. He had amassed a considerable number of exchanges in
which doctors and patients appeared to behave in the private clinic in a manner
deviant from what they knew about NHS hospital consultations. The question
was, would the quantitative data offer any support to his observations?

The answer was, to some extent, positive. Two quantitative measures were
helpful in relation to the ceremonial order. One dealt with the extent to which
the doctor fixed treatment or attendance at the patient’s convenience. The sec-
ond measured whether patients or doctor engaged in polite small talk with one
another about their personal or professional lives. (David called this “social elic-

itation.”) As Table 12.5 shows, both these measures revealed significant differ-

ences, in the expected direction, according to the mode of payment.

Table 12.5 Private and NHS Clinics: Ceremonial Orders

Private Clinics NHS Clinics
(n=42) (n=104)

Treatment or attendance fixed at patients’ convenience 15 (36%) 10 (10%)
Social elicitation 25 (60%) 31 (30%)

SOURCE: Adapted from Silverman (2001), p. 243.

NOTE: Percentage in parentheses indicates percentage in all such clinics.
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Now, of course, such data could not offer proof of David’s claims about the
different interactional forms. However, coupled with the qualitative data, the
data provided strong evidence of the direction of difference, as well as giving
him a simple measure of the sample as a whole, which contexted the few
extracts of talk he was able to use. Counting can be as arbitrary as qualitative
interpretation of a few fragments of data. However, providing researchers resist
the temptation to try to count everything, and base their analysis on a sound
conceptual basis linked to actors’ own methods of ordering the world, then both
types of data can inform the analysis of the other.

In Chapter 14, we return to the role of counting as an aid to validity in qual-
itative research. In the case of observational studies, such counting will often be
based on the prior coding of field notes. We now, therefore, turn to the issues
that arise in such coding.

Limits in Coding Field Notes

The tabulations used in the cancer study derived from

that well-established style of work whereby the data are inspected for cat-
egories and instances. It is an approach that disaggregates the text (notes
or transcripts) into a series of fragments, which are then regrouped under
a series of thematic headings. (Atkinson, 1992, p. 455)

Such coding by thematic headings has recently been helped by computer-
aided qualitative data analysis systems, as discussed in Chapter 13. In larger
projects, the reliability of coding is also buttressed by training coders of data
in procedures that aim to ensure a uniform approach.

However, there remain two problems with coding field notes. The first, and
more obvious, problem is that every way of seeing is also a way of not seeing.
As Atkinson points out, one of the disadvantages of coding schemes is that,
because they are based on a given set of categories, they furnish “a powerful
conceptual grid” (Atkinson, 1992, p. 459) from which it is difficult to escape.
Although this “grid” is very helpful in organizing the data analysis, it also
deflects attention away from uncategorized activities. Therefore, as Clive Seale
(personal correspondence) has noted, “A good coding scheme would reflect a
search for ‘un-categorized activities’ so that they could be accounted for, in a
manner similar to searching for deviant cases.”

The second, less obvious, problem is that, as we pointed out in Chapter 4,
coding is not the preserve of research scientists. All of us “code” what we hear
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and see in the world around us. This is what Garfinkel (1967) and Sacks (1992)
mean when they say that societal members, like social scientists, make the world
observable and reportable. , o

Put at its simplest, this suggests that researchers must be very careful how
they use categories. For instance, Sacks quotes from two linguists who appear
to have no problem in characterizing particular (invented) utterances as
“simple,” “complex,” “casual,” or “ceremonial.” For Sacks, such rapid charac-
terizations of data assume “that we can know that [such categories are accurate]
without an analysis of what it is [members] are doing” (1992, Vol. 1, p. 429).

How should we respond to Sacks’s radical critique of ethnography? The first
point is not to panic! Sacks offers a challenge to conventional observational
work of which everybody should be aware. In particular, Sacks’s lecture “Doing
‘Being Ordinary’” (Sacks, 1992, Vol. 2, pp. 215-221) is essential reading for
every fieldworker.

However, awareness does not mean that everybody has to follow Sacks’s
radical path. So one response is to state something like “thanks but no thanks.”
For instance, grounded theory is an equally respectable (and much more popu-
lar) way of theorizing (about) fieldwork.

To this effective but essentially defensive maneuver, we can add two more
ambitious responses. First, we can seek to integrate Sacks’s questions about how
the social world is constituted with more conventional ethnographic questions
about the whats and whys of social life (Gubrium & Holstein, 1997). Or, sec-
ond, as we describe in the next section, we can make this everyday “coding” (or
“interpretive practice”) the object of inquiry by asking how questions about
talk-in-interaction.

TRANSCRIPTS AND DATA ANALYSIS

The two main social science traditions that inform the analysis of transcripts
of tapes are conversation analysis (CA) and discourse analysis (DA). For an
introduction to CA, see ten Have (1998); for DA, see Potter and Wetherell
(1987) and Potter (2004).

In this book, however, we are, of course, more concerned with the practical-
ities of doing qualitative research. In the rest of this chapter, we will, therefore,
deal with two practical issues:

e The advantages of working with tapes and transcripts

o The elements of how to do analysis of such tapes

Developing Data Analysis

Why Work With Tapes?

The kinds 01:: phenomena I deal with are always transcriptions of actual
occurrences in their actual sequence. (Sacks, 1984b, p. 25)

. The earlier ethnographers had generally relied on recording their observa-
tions through field notes. Why did Sacks prefer to use an audio recorder?

Sacks’s answer is that we cannot rely on our recollections of conversations.
Certainly, depending on our memory, we can usually summarize what different
people said. But it is simply impossible to remember (or even to note at the time)
such matters as pauses, overlaps, inbreaths, and the like.

Now whether you think these kinds of things are important will depend on
vxfhat you can show with or without them. Indeed, you may not even be con-
vinced that conversation itself is a particularly interesting topic. But, at least by
studying tapes of conversations, you are able to focus on the “actual details” of
one aspect of social life. As Sacks put it,

My research is about conversation only in this incidental Wa;y, that we can
get the actual happenings of on tape and transcribe them more or less, and
therefore have something to begin with. If you can’t deal with the actual

detail of actual events then you can’t have a science of social life. (1992,
Vol. 2, p. 26)

Tape§ and transcripts also offer more than just “something to begin with.”
I{x th'e first place, they are a public record, available to the scientific commu-
nity in a way that field notes are not. Second, they can be replayed and tran-

scriptions' can be improved and analyses take off on a different tack unlimited
by the original transcript. As Sacks told his students,

I'started to play around with tape recorded conversations, for the single

virtue that I could replay them; that I could type them out somewhat, and

study them extendedly, who knew how long it might take. . .. It wasn’t

from any large interest in language, or from some theoretical formulation

of what should be studied, but simply by virtue of that; I could get my

h.ands on it, and I could study it again and again. And also, consequen-
tially, others could look at what I had studied, and make of it what they

could, if they wanted to disagree with me. (1992, Vol. 1, p. 622)

. A third advantage of detailed transcripts is that, if you want to, you can
inspect sequences of utterances without being limited to the extracts chosen by
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the first researcher. For it is within these sequences, rather than in single turns
of talk, that we make sense of conversation. As Sacks points out,

Having available for any given utterance other utterances around .it, is
extremely important for determining what was said. If you .have available
only the snatch of talk that you’re now transcribing, you’re in tough shape
for determining what it is. (1992, Vol. 1, p. 729)

It should not be assumegd that the preparation of transcripts is simply a tech-
nical detail prior to the main business of the analysis. The convenience of tran-
scripts for presentational'purposes is no more than an addfed bonus.

As Atkinson and Heritage (1984) point out, the production and use of tran-
scripts are essentially «research activities.” They involve close, rfepeated listen-
ings to recordings, which often reveal previously unnoted recurring features of
the organization of talk. '

Such listenings can most fruitfully be done in group data sessions. As
described by ten Have, work in such groups usually begins by listening to an
extract from a tape with a draft transcript and agreeing upon improvements to
the transcript. Then,

the participants are invited to proffer some observations on the data, to
select an episode which they find “interesting” for whatever reason, and
formulate their understanding or puzzlement, regarding that episode.
Then anyone can come in to react to these remarks, offering alternatives,
raising doubts, or whatever. (ten Have, 1998, p. 124)

However, as ten Have makes clear, such group data sessions should be
rather more than an anarchic free-for-all:

Participants are, on the one hand, free to bring in anything they like, but, on
the other hand, required to ground their observations in the data at hand,
although they may also support them with reference to their own data-based
findings or those published in the literature. (ten Have, 1998, p. 124)

Analyzing Tapes

There is a strongly inductive bent to the kind of research that ten Have and
Sacks describe. As we have seen, this means that any research claims need to be
identified in precise analyses of detailed transcripts. It is therefore necessary to
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avoid premature theory construction and the idealization of research materials,
which uses only general, nondetailed characterizations.
Heritage sums up these assumptions as follows:

Specifically, analysis is strongly “data-driven”—developed from phenom-
ena which are in various ways evidenced in the data of interaction.
Correspondingly, there is a strong bias against a priori speculation about
the orientations and motives of speakers and in favour of detailed exami-
nation of conversationalists’ actual actions. Thus the empirical conduct of
speakers is treated as the central resource out of which analysis may
develop. (1984, p. 243)

In practice, Heritage adds, this means that it must be demonstrated that the reg-
ularities described can be shown to be produced by the participants and attended
to by them as grounds for their own inferences and actions. Further, deviant cases,
in which such regularities are absent, must be identified and analyzed.

However, the way in which CA obtains its results is rather different from
how we might intuitively try to analyze talk. It may be helpful, therefore, if we
conclude this section by offering a crude set of prescriptions about how to do
CA. These are set out in Tables 12.6 and 12.7.

Table 12.6 How to Do CA

1. Always try to identify sequences of related talk.

2. Try to examine how speakers take on certain roles or identities through their talk
(e.g., questioner—answerer or client—professional). '

3. Look for particular outcomes in the talk (e.g., a request for clarification, a repair,
laughter) and work backward to trace the trajectory through which a particular
outcome was produced.

SOURCE: Silverman (2001), p. 177.

Table 12.7 Common Errors in CA

1. Explaining a turn at talk by reference to the speaker’s intentions

2. Explaining a turn at talk by reference to a speaker’s role or status (e.g., as a doctor
or as a man Or woman)

3. Trying to make sense of a single line of transcript or utterance in isolation from
the surrounding talk

SOURCE: Silverman (2001), p. 177.
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1 we follow these rules, the analysis of conversations does not require excep-
tional skills. As Schegloff puts it, in his introduction to Sacks’s collected lectures,
all we need to do is “begin with some observations, then find the problem for
which these observations could serve as . .. the solution” (Schegloff in Sacks,
1992, Vol. 1, p. xlviii).

This means that doing the kind of systematic data analysis that CA demands
is not an impossibly difficult activity. As Sacks once pointed out, in doing CA
we are only reminding ourselves about things we already know:

I take it that lots of the results I offer, people can see for themselves. And
they needn’t be afraid to. And they needn’t figure that the results are wrong
because they can see them. . .. [It is] as if we found a new plant. It may
have been a plant in your garden, but now you see it’s different than some-
thing else. And you can look at it to see how it’s different, and whether it’s
different in the way that somebody has said. (1992, Vol. 1, p. 488)

NCLUDING REMARKS

Using the examples of tapes and field notes, we have seen how data analysis
can be developed after the first stages. However, as we have implied through-
out, good data analysis is never just a matter of using the right methods or
techniques but always is based on theorizing about data using a consistent
model of social reality. This commitment to theorizing about data makes the
best qualitative research far superior to the stilted empiricism of the worst kind
of quantitative research. v

However, theorization without methodological rigor is a dangerous brew. In
Chapter 13, we consider how computer software can aid qualitative research.
Then, in Chapter 14, the issues of validity and reliability are discussed.

1Y POINTS

Develop data analysis by

e Working with data that is easy to collect and reliable
e Focusing on one process within those data
o Narrowing down to one part of that process

o Comparing different subsamples of the population concerned
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FURTHER READING

Miles and Huberman’s book Qualitative Data Analysis (1984) provides a
useful treatment of coding observational data. For a more recent discussion
see Robert Emerson et al.’s Writing Ethnographic Fieldnotes (1995). Marryr;
Hammersley and Paul Atkinson’s Ethnography: Principles and Practice (1983)
Chapters 7-8, is a classic discussion of how to analyze ethnographic data. Pi
development of some of these ideas can be found in Martyn Hammersley’s
What’s Wrong with Ethnography? Methodological Explorations (1992). A rel-
atively recent treatment of grounded theory is to be found in Anselm Strauss
and Juliet Corbin’s Basics of Qualitative Research (1990). Sacks’s work on
conversation analysis is discussed in David’s book Harvey Sacks: Social Science
ar.zd Conversation Analysis (1998). The case studies of the cancer and heart
clinics discussed here are found in David’s book Communication and Medical
Practice (1987), Chapters 6-7.

This exerci§e is based on the varigus ways to develop data analysis discussed in this
chapter. With reference to your own data,

1. Focus on one process within that data. Now narrow down your focus to one part

of that process. Survey your data in terms of this narrow focus. What can you
now find? ’

2. Compare different subsamples of your data in terms of a single category or
process. What does this show?

3. Pecide what features of your data may properly be counted, and tabulate
mst.ances of a particular category. What does this tabulation indicate? Identify
deviant cases and explain what you will do with them.

4. Attempt to develop your categories into more general analytic frameworks with
relevance outside the setting you are studying.



CHAPTER 13
\

Using Computers to
Analyze Qualitative Data

Clive Seale

INTRODUCTION

The use of computers for basic content analysis of text became popular in the
humanities from the 1960s onward. Scholars of literature, for example, found
that they could use the large mainframe computers of the time for counting the
number of times particular words occurred in a text. A computer might have
been used to count the frequency of Shakespeare’s use of a particular word or
phrase and to compare this with some other dramatist, or to make the compar-
ison berween Shakespeare’s late plays and his early ones, or his comedies and
tragedies, plays versus poetry, and so on. The co-occurrence of particular
words, or the incidence of particular phrases characteristic of particular writing
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genres, could be reported objectively, meaning that literary analysis could be
based on apparently more rigorously reported evidence. Computers could do
these things because of their capacity for rapidly processing large volumes of
text (Miall, 1990).

Social researchers also exploited the advantages of computers for data analy-
sis, but this was largely confined to statistical work until the early 1980s, when
qualitative researchers began to catch up. There are several reasons for the
delay. Before the widespread availability of personal computers, use of main-
frames was expensive and slow, requiring a degree of certainty about the analy-
sis required so that it could be prespecified accurately. Statistical procedures
could be programmed into computers because they were well described. They
were planned on one day and often run on data during the night, with results
being examined the following morning. By contrast, qualitative analysis was
(and still is) far less formulaic, often requiring an approach to computing
that gives quick feedback on the results of emergent questions, involving an
interactive cycle of thinking and innovation only really made possible with the
personal computer.

Additionally, qualitative research, as a social movement like many others,
emerged as an initially radical response to a dominant orthodoxy: that of quan-
titative research work. This involved a heartfelt rejection of the technological
appearance of statistical work, which smacked of dehumanization, overcontrol,
and obsession with technical puzzles rather than engagement with pressing
social and political issues of the time. The computer symbolized these things,
and many qualitative researchers remain distanced from this technology because
of feelings that it may impose an alien logic on their analytic procedures. This,
though, can impede a more balanced assessment of the advantages and disad-
vantages of the computer-assisted analysis of qualitative data (CAQDAS), which
is, of course, not suitable for all the things qualitative researchers wish to do with
data, but does offer significant benefits.

In this chapter, I propose to show you how CAQDAS can be helpful in doing
the kind of qualitative data analysis discussed in the last two chapters—while
also pointing out its limitations. I will describe features of programs that have
been widely used by qualitative researchers since specialized packages were
introduced from the early 1980s on. I will also discuss some of the less often
used but more advanced features of packages, such as those involved in theory
building.

Although particular packages will be mentioned, I do not aim to review all
of them, or seek to describe the finer details of how particular packages work.
Such information would probably become out of date quickly, because software
developers continue to release new versions with extra features. At the end of
this chapter is a section to help you gain access to the many free demonstration
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versions c?f tzhe latest software that exist, so that this type of learning can occur
As in statistical analysis, you will learn best when you have a specific project in

mind and have time to explore ho i i
w various available techniques migh i
ight ben
what you want to do. ? ® -

ADVANTAGES OF CAQDAS

The advantages of CAQDAS fall into four main categories:

1. Speed at handling large volumes of data, freeing the researcher to explore
numerous analytic questions

. hnproYement of rigor, including producing counts of phenomena and
searching for deviant cases

3. Fac1.htat10n of team research, including the development of consistent
coding schemes

4. Help with sampling decisions, be these in the service of representative-
ness or theory development

Speed

This advantage is most obvious to the researcher faced with a large amount
of word-processed qualitative data and wanting to sort it into categories or
c0fied segments, which may then be filed and retrieved easily. For someone in
this position, the speed at which programs can carry out sorting procedures on V
largfs volumes of data is remarkable. This saves time and effort that might oth-
erwise be expended on boring clerical work, perhaps involving mounds of pho-
tocopied paper, color coded, sorted into piles on the floor, cut up pasted, and
so on. In turn, this gives the data analyst more time to think about,the me;nin
of data, enabling rapid feedback on the results of particular analytic ideas sg
that new ones can be formulated. Qualitative data analysis then becomes more
devoted to creative and intellectual tasks, less immersed in routine.

' In the initial stages of analysis, the rapidity with which CAQDAS can iden-
tify patterns in large volumes of text can be useful. Fisher (1997) gives an
e.xample using a feature similar to those used in the Shakespeare example ear-
lier. This was from a project involving 244 interviews with children, parents
and social workers about local authority child care procedures. The ’data haci
been analyzed previously using manual methods. Fisher’s analysis was done in
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order to assess the contribution that different CAQDAS software packages
could make. He used a program (SONAR) to search for the word discipline in
the interviews and found that different family members appeared to have differ-
ent meanings for the word, a feature that had been missed in the original man-
ual analysis. This led to some creative thinking about what could have led to
this and what it might mean for child care issues. In turn, this thinking led to
the development of ideas for coding segments of text. Fisher likens this sort of
pattern searching to an aerial view of a landscape. Patterns can sometimes be
seen from the air that, to the person on the ground, are merely random features.
A further example is a project at the University of Ulm, Germany, by
Mergenthaler (1996) in which 'some 2 million words of transcription from 300
hours of transcribed psyéhotherapy sessions were searched for the incidence of
particular words. It was found that a high incidence of certain words used in
sessions, selected because they related to the researcher-generated concepts of
emotion and abstraction, were associated with particular sessions evaluated
by participants as “good.” Of course, the issue of why there is this conmnection
requires more meaningful analysis of the interactions, perhaps using a coding
approach or conversational analysis, but as an initial finding generated by the
simple word counting facilities of a CAQDAS program, it helped focus the
minds of the researchers on particular lines of inquiry rather than others.

Rigor

An additional advantage of CAQDAS is that it can help researchers demon-
strate that their conclusions are based on rigorous analysis. This adds to the
trust placed in research texts by readers, a matter with which most authors
are still concerned in spite of some radical postmodern analyses of research
texts (e.g., Denzin, 1997; Tyler, 1986). This can involve counting the number
of times things occur as well as demonstrating that you have searched for neg-
ative instances by examining the whole corpus of data rather than selecting
only anecdotes supporting your interpretation. This is made relatively easy by
CAQDAS.

Mention of counting is a reminder that the days of a great divide between
qualitative and quantitative research work have now largely passed. The argu-
ment that each of these methodologies is inextricably linked to separate philo-
sophical or theoretical positions (e.g., Smith & Heshusius, 1986) is less and less
convincing to most practicing social researchers. The alternative position (e.g-,
Bryman, 1988; Hammersley, 1992) is that for many purposes the two forms of
analysis can be helpfully combined (see also Chapter 14).
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CAQDAS helps you to make this combination. First, as already mentioned
events can be counted. These may be word strings in the text, as in the use madf;
by literary scholars described previously, or coded segments of text. I can give
an example of this from my own work, where I had coded interviews with %63
people who had known elderly people living alone in private households in the
year before their deaths. For this project, I was using the Ethnograph program
I wanted to show what the speakers had said about the elderly people’s attitudes.
to receiving help from others, and I wrote in the final report,

It. was very common for the people living on their own to be described
“’::lther as not seeking help for problems that they had (65 instances cover-
ing 48 people), or refusing help when offered (144 instances in 83 people)
Accounts of this often stressed that this reflected on the character of the;
person involved, although other associations were also made. In particu-

lar, 33 speakers gave 44 instances where they stressed the independence
that this indicated: '

“[She] never really talked about her problems, was very independent. . . .”

“[She} was just one of those independ
A pendent people who would struggle on.
She wouldn’t ask on her own.” s

“She used to shout at me because I was doing things for her. She didn’t like
to be helped. She was very independent.”

B.eing “self sufficient,” “would not be beaten,” and being said to “hate to
give in” were associated with resisting help. (Seale, 1996)

As you can imagine, the 163 interviews generated a large amount of text
Because I had read through each interview, marking segments of text with codé
called Help to indicate when speakers had discussed the topic of the elderly
person’s attitude to help, which I had then entered on the computer, I was able
to generate a listing of all these coded segments. Reading through,this I was
able to code these into subcategories, distinguishing segments des::ribing
elderly people not seeking help in spite of problems, instances where a refusal
of help was described, and, within this, those segments that involved explicit
reflections on the character of the person. A code called Indep marked seg-
ments where independence was mentioned. For all these things, the CAQDAS
program I was using allowed me to generate counts, some of which can be seen
in the excerpt. I could then select illustrative quotations that gave good, typi-
cal examples of the things I was talking about. ’
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If T had wanted to take this analysis further, T could have asked the computer
to show me quotations about women separately from men, or to compare what
neighbors as opposed to adult children said about the elderly person’s attitude
to help. Such an analysis might have been done as part of a more general inves-
tigation of the effect of gender on the experience of living alone toward the end
of life, or as a part of an investigation into kinship obligations in contemporary
society. The computer would have generated lists of quotations separately,
which might then have been subjected to more detailed scrutiny (e.g., how do
women discuss independence compared with men?) but would also have
enabled these to be counted. Such counts help the reader to see how widespread
phenomena are, and guard against excessive emphasis on rare things that hap-
pen to suit the researcher’s preferred arguments.

Durkin (1997) reports these benefits of CAQDAS, too, in his study of
people’s experience of asbestosis litigation. For example, 2 comparison of inter-
views done in the United States with those done in the UK showed doctors and
Jawyers mentioning different issues. In the UK, there was an emphasis on the
medical aspects of asbestosis claims; in the United States, people were more
likely to discuss the role of the media in encouraging claims, and the state of cri-
sis that the volume of claims had produced. Lawyers had rather different views
from doctors. These types of systematic comparisons (between countries, oOr
between professional perspectives) are greatly facilitated by the rapid retrieval
of coded segments enabled by CAQDAS.

Team Research

In addition, Durkin notes its impact in the context of an international, col-
laborative research project where researchers needed to agree on the meaning
of codes and so had to assess interrater reliability. Some qualitative researchers
who claim a separate philosophical position from the majority have suggested
that a concern with interrater reliability smacks of naive realism (see the review
in Armstrong, Gosling, Weinman, & Marteau, 1997, for more details on this
debate), preferring the view that all researchers will see a different reality in a
given text. Most, however, feel that for collaborative work to proceed, it is nec-
essary to create some sort of shared agreement about the meaning of particular
segments of data. Durkin found that CAQDAS helped the team check whether
it was interpreting segments in the same way. This was particularly useful as
coding moved from the more descriptive and mundane codes to ones that
reflected broader theoretical concerns. Researchers could pass coded interviews
between them, and compare the results of blind second coding rapidly, using
the counting facilities made available by the computer. Lee and Fielding (1995),
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Yvho have interviewed many researchers about their use of CAQDAS, note th

in collaborative projects, one of the major impacts has been the enco;rao ent
that Fhis gives to researchers to agree to shared meanings for codes ag;r::tm
that is easier to ignore without the discipline imposed by the use of c;mputeri,r

Sampling

A§ well as in counting, avoidance of anecdotalism, and the encouragement of
co.n31s'tent coding of data, CAQDAS has been found helpful in relation to sam-
pling issues. Durkin’s project, like most qualitative work, did not involve repre-
.sentan.ve. random sampling of the type used to ensure external generalizablijlit
in statistical work. Instead, the project used snowball and volunteer samplingy

»

as the people involved in the legal and medical networks of asbestosis litigation
were mostly known to each other:

[CAQDAS] made it . . . easier to keep track of which actors we had spo-
ken to. It was simple enough to compare a list of mentioned names with
the interview directory [made available by the CAQDAS program]

We knew we had reached near closure on the influential actors whex; the
snowball sample question (“who else do we need to interview?”) yielded
only names of people we had already interviewed. (Durkin, 1997, p. 97)

I am now going to show you how CAQDAS can help a writer take an idea
forward. I am writing about sampling and CAQDAS at the moment. Whenever
I read an article or a book, I make notes of what I read in handwritiné. Recently
I hfive been preparing a book on the quality of qualitative research for,
which I h'ave read a large number of books and articles over the past’ few
months. FIISF, I studied all my notes about this reading, typing the main ideas
I had noted into my word processor, along with relevant code words to indi-
cate the topics concerned. Two of the topics were CAQDAS and samplin
issues, f.or which I have coded, although CAQDAS will not be a ma'orp reg-
occupation of the book and thus the level of detail I have given on this ]topilz in

my typed notes is fairly thin. However, I am now at the point in writing this

chapter where I would like to say more about these two subjects. I can half-
remember that there are issues about representativeness that sornec;ne has writ-
ten abo'ut in relation to CAQDAS, but I cannot remember who it was or what
they said. I am going to switch from my word processor into NUDeIST, the
CAQDAS program I have been using for this project. I am going to seard’x for

overlaps between the code words cagd.
qdas and sample and
Then I will show you the result. ple and sce what happens.
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Okay, I have done this. I have used the “copy” command of N(J’D°IST to
paste the results into my word-processing program. The whole thing took 2-3
minutes, as I had to load the NUDeIST software. It looks as though Fhere are
several references, so I will edit the output from NUDeIST to reduce this, show-
ing just one “hit.” ‘

Figure 13.1 shows that NUD®IST has given me a lot of extraneous 'mforma-
tion about the number of segments (“text units”) T have found with this seard.l.

This sort of thing might have been useful were I using NUDeIST for analysis
of data, but this usage is different—I just want a reference and I don’t want to

Q.S.R. NUDeIST Power version, revision 3.0 GUL
Licenses: Clive Seale.

PROJECT: VALREL. PRI, User Clive, 11:13 am, Jan 19, 1998.

seskok

£ fee ke ekt ok

a1 /fauton/IndSysSrch

w#k  Definition:

Search for (intersect (30) 57
§¢+¢§¢#¢¢¢4+¢##¢¢¢¢+#+¢¢¢¢

444 ON-LINE DOCUMENT: DATA

444 Retrieval for this document: 11 units out of 1034 = 1.1%

Kelle (1995) 3 — Smith style relat*ivism a waste of time.

482 . )
Most research reports contain an implied realism (q). R/T*
Kerlinger a . o
positiv* ist at other extreme from Smith. Hammersley is in the
middle - . )
Reals* — though Denzin and Lincoln (postmod*) call him a
post-positivist.
You need to take a fallibilistic approach and try to reduce error,
without going for perfect comrespondence between text and reality.
Neginst* Cagqdas* can help with sample* issues and rel* of
coding. 483

*¢+¢¢+¢¢¢¢¢¢¢§¢¢¢¢¢¢#¢¢+§+

444 Total number of text units retrieved = 11

444 Retrievals in 1 out of 1 documents = 100%.

444 The documents with retrievals have a total of 1034 text units,
5o text units retrieved in these documents = 1.1%.

444 All documents have a total of 1034 text units,
so text units found in these documents = 1.1%.

4444404444 E LA EEEES

Figure 13.1  An Example of Data Analysis Using NUDeIST
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spend hours leafing through my notes to find it. The item of interest is Kelle
(1995), an edited book on CAQDAS. The output tells me that on the third page
of my notes about this book, Kelle discusses the work of Smith (as in Smith &
Heshusius, 1986, mentioned earlier), rejecting the relativistic philosophical
position of this writer.

As you can see, my summary of the arguments here is pretty brief! If I wanted
to see more on this topic, I would go back to the handwritten notes, or look
again at the book. Then, there is a summary of the arguments of a number of
writers concerning philosophical issues in social research, the topics indicated
by the code words with asterisks next to them. Right at the end is “Caqdas* can
help with sample* issues,” which indicates that this text contains material on
these topics, though without specifying the detail of the argument.

Looking now at my handwritten notes, I see that this is a reference to a
chapter by Kelle and Laurie on “computer use in qualitative research and issues
of validity” in a book edited by Kelle (1995). Here, they make the point that the
rapid retrieval that CAQDAS makes possible can help in dealing with larger
samples, thus enhancing the confidence with which empirical generalizations
are made. However, their main point is that theoretical sampling in qualitative
research has a different purpose from random sampling. The aim is not so much
to create empirical generalizations through large representative samples, but to
develop theory. For example, this can be done by comparing cases where a phe-
nomenon exists with those where it does not, thus seeing which other conditions
appear to be associated with the phenomenon. This is the strategy of constant
comparison described in the grounded theory approach of Glaser and Strauss
(1967)—see Chapter 12. CAQDAS can help with this, say these authors, by
ensuring that comparison of cases is systematic rather than impressionistic. If
thorough coding has occurred across a number of cases, a CAQDAS program
can rapidly indicate which cases show a phenomenon, as well as showing what
other conditions are present in each case.

You can see from this example of my use of NUD®IST that, as well as using
CAQDAS for data analysis, programs can be adapted for other purposes, too,
often not envisaged by the original software developers. I use NUD®IST as a ref-
erence manager, too. On the market at present are a number of such managers
that promise to produce lists of references in a variety of conventional forms,
suitable for the different demands of particular academic journals. These can
create searchable databases, very similar to those available at computer termi-
nals in libraries. My problem, though, was that I did not wish to key in afresh
several hundred references that I had already in electronic form, from a variety
of books and articles I had done over the years. NUDeIST has been helpful here,
allowing me to import these files in the rough and ready formats in which they
are typed, to which I have added code words for particular topics. When I was
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asked to write this chapter, my first step was to go to this database and search
for a list of articles I had read on the topic of CAQDAS, which. I C?uld then
retrieve from my paper files and use for a more thorough investigation of the
academic literature that is now emerging on this topic.

MTATIONS AND DISADVANTAGES

My computer search tells,_."me, in the objective and balanced way that comput-
ers generally do, that must now restrain my personal en';hlusgsm for CAQ-
DAS and attend to the documented disadvantages and limitations that 'have
been reported in the literature and that I have found in my personal experience
and duly jotted down in the CAQDAS database that now re.ports thenll to me.
My computer-assisted survey tells me that there are three major subtopics here:

1. Do specialist CAQDAS packages do anything that cannot be done by a
good word processor?

2. Do computers impose a narrowly exclusive approach to the analysis of
qualitative data?

3. Although clearly of use in analyzing large volumes of data, CAQDAS
packages are of little help in examining small data extracts, of the sort
often examined by conversation analysts and some discourse analysts.

Using Word Processors for CAQDAS

Reid (1992) makes the first point, going on to describe ways in which word
processors can help the qualitative data analyst. Most CAQDAS programs
expect data to have been entered into a word-processing pa.ckage, and this ta:?,k,
along with reading and coding large volumes of data, remains one of the major
time-consuming elements of qualitative data analysis, which computers do not
remove. The time-saving elements of CAQDAS occur at a later stage of data
searching and retrieval. Having said this, data in the typed or prirft?d form used
in some qualitative projects (€.g., newspaper articles, reports of political speeches)
can be scanned into a computer using optical character recognition software (see
Fisher, 1997, for an example of this). . .

Reid is helpful in pointing out a number of analytic tasks feasible leth a
word processor. For example, it is possible to search for strings of text. This f.ea—
ture can be exploited if the researcher enters code words near partxcu'lar topics,
which can subsequently be retrieved using the string search facility. Reid outlines
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a macro (a sequence of keystrokes contained in a command file) that will search
for paragraphs in which a particular code word (say, discipline) is embedded,
saving each paragraph it finds to a separate “results” file. One can then repeat
a similar macro on this results file to search and save only those paragraphs con-
taining a second code word (say, children), in which case one will have retrieved
data where the two codes (discipline and children) overlap. The file manage-
ment capacities of most word processors mean that this can be done for sepa-
rate files, if need be, so that perhaps one could compare files for male with files
for female interviewees. Not described by Reid, but also valuable for the quali-
tative data analyst, is a feature known as a spike (available in Microsoft Word,
for example). This feature enables one to visually inspect a text, extract a seg-
ment of the text, temporarily store it in a clipboard, and then add to it with the
contents of the next spiking operation. All the spiked material thus collected can
then be copied to a separate document.

Clearly, then, word processors can do some of the things done by specialized
packages. However, to an experienced user of CAQDAS programs, the proce-
dures described by Reid appear unnecessarily time-consuming. In CAQDAS
programs, the complex macro-style instructions are already programmed in and
available with just a few simple clicks or keystrokes. Additionally, they offer
facilities not available on word processors, such as the export of counts to sta-
tistical packages, or visualization of conceptual maps. The cost of moving from
a word processor is not a strong argument since CAQDAS programs are less
expensive than, for example, most statistical software (e.g., SPSS) and, indeed,
most commercial word-processing software. ‘

A Narrow Approach to Analysis

The second issue, concerning the possible imposition of a narrowly exclusive
approach to analysis, has been raised most intelligently by Coffey and Atkinson
(1996). I say “most intelligently” because I think concerns about the computer
imposing a particular analytic logic, alien to the spirit of qualitative research,
can be fueled by the slight paranoia about technology felt by some qualitative
researchers, which was discussed at the start of this chaptef. In contrast, Coffey
and Atkinson begin with a description of a variety of analytic strategies used by
researchers working within different qualitative genres. As well as the conven-
tional and popular code-and-retrieve approach, typical of researchers working
within the grounded theory approach, they also describe analysis of the formal
structures of narratives (see also Riessman, 1993) and what they call “domain
analysis,” which involves close examination of actors’ use of language, seen
through their choice of particular words, phrases, and metaphors. Domain
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analysis involves a fine-grained attention to the way in which language con-
structs meaning, along the lines of a semiotic or discourse analytic approach
(see, e.g., Potter & Wetherell, 1994). This contrasts with the code-and-retrieve
approach of grounded theory that relies on commonsense interpretations of the
meaning of particular segments of text. Coffey and Atkinson’s comment, there-
fore, reflects a balanced analysis of the extent to which CAQDAS packages sup-
port particular forms of analysis, though they do not discuss conversation analysis
in any depth.

By now, you should be convinced that CAQDAS supports the code-and-
retrieve operations of grounded theorizing adequately. Indeed, two of the lead-
ing packages (Ethnograph and ATLAS) were designed with this methodology in
mind. For discourse analysts, concerned to discover how particular speakers use
particular words and phrases, the capacity for rapid retrieval of word strings in
large bodies of data will be attractive in a preliminary identification of areas
of text likely to repay closer analysis. For such researchers, it is useful, too, to
make comparisons of different settings or speakers, to identify systematic differ-
ences in the language chosen. However, for the discourse analyst or semiotician,
CAQDAS would be pointless for detailed analysis of short data extracts and
would not substitute for in-depth consideration of the meaning of particular,
telling instances. Barthes (1973) would not have found CAQDAS particularly
useful for Mythologies.

Coffey and Atkinson (1996) make the point that most CAQDAS software
does not support analysis of the formal structure of narratives, but note that one
program, ETHNO (Heise, 1988), is devoted to this. Heise shows this by using
the software to analyze the formal structure of the Little Red Riding Hood
story. The analyst identifies events in narratives and enters them into the com-
puter. For example, there may be a point in most stories where the hero’s task
is outlined, another point where the first difficulty is overcome, another where
good defeats evil, and so on. The computer generates diagrams of such events
and allows the user to explore and test logical relationships between events
across different narratives, as well as to compare different narrative structures.
The formal structure of fairy stories, biographical accounts, observed rituals,
and so on can all be analyzed and compared in this way.

Coffey and Atkinson observe that CAQDAS software “generally is more
valuable for the organization and retrieval of content than the discovery of form
or structure” (1996, p. 176), and Heise’s program clearly offers features
unavailable in other packages, but it is worth considering how more conven-
tional code-and-retrieve software could support the analysis of narrative form.
Clearly, code words can refer to form as well as content. One might code what
the wolf said to Red Riding Hood as being about big eyes, or big teeth, or
hunger, or sexual terrorism, in which case we would be coding for content
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(though the last example relies on an underlying theory that might not be obvi-
ous or agreed by some readers). On the other hand, we could use code words
like springing the trap or villain tricks victim to indicate that a recurrent formal
feature of fairy stories occurs at that moment in the text. Retrieval of all spring-
ing the trap moments in the Brothers Grimm or the Arabian Nights collections
could be a part of an analysis of narrative form. Once coded, one could search
for co-occurring forms (e.g., the presence of a savior figure in a fairy story) in
order to test logical propositions about formal structures.

Small Data Extracts

The point I have been discussing merges with the third limitation of CAQ-
DAS listed at the head of this section: the issue of small data extracts. This is
not controversial. It has long been conventional advice to users of statistical pack-
ages that there is no point in spending time entering data from a ten-question
interview schedule, done with ten people, in order to find out how many people
answered “yes” or “no” to each question. You can work this out by hand more
quickly. This advice also applies to CAQDAS. For the conversation analyst
interested in reading and rereading a particular 10-second extract of talk, or the
discourse analyst paying close attention to a single paragraph of text, there is no
point in using CAQDAS.

Having said this, it is increasingly recognized that these more advanced and
theory-driven modes of qualitative analysis have established a body of basic
findings that can be extended by the comparative analysis of different data
extracts. This can involve quite large bodies of data. For example, Silverman
(1997) presents a conversation analytic study of a large number of HIV coun-
seling sessions, drawn from several different clinics. He finds that counseling
sessions in this highly focused setting vary, for the most part, between a direc-
tive information delivery (ID) format that has the virtue of being brief, but is
not designed to elicit or address the particular concerns of clients, and an inter-
view (IV) format that takes longer, is more recognizable as being “counseling”
in the conventional sense implying elicitation of clients’ concerns, and has the
virtue of resulting in “recipient-designed” advice. The IV format is effective, in
that it is accompanied by overt acknowledgement of the relevance of advice by
clients, whereas the ID format sometimes shows clients resisting advice. These
findings are based on an unusually large body of data, by comparison with most
other CA studies. Clearly, it would be possible to build on these findings by
examining data from a variety of other counseling settings, searching and mark-
ing transcribed extracts for the formal characteristics of ID or IV formats, per-
haps as a part of some broader enterprise searching for the co-occurrence of
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particular formats and particular outcomes. For a study like this, CAQDAS would
have some relevance in storing, retrieving, and counting coded segments.

Like narrative analysis, though, the more popular CAQDAS packages are
unable to support many of the things conversation analysts wish to do. This is
particularly evident when it comes to transcription of talk from sound record-
ings. Here, it is useful to have software that can store and replay sound records,
and time events within talk, such as the length of pauses. A program called Code-
A-Text (http://www.code-a-text.co.uk/index.htm) allows the computer storage
and replay of sound recordings. (ATLAS, reviewed in the next section, also
allows the storage of audio recordings). In Code-A-Text, hypertext links allow
the user to work concurrently with transcript and sound or video. One can also
add codes to audio segments without transcription. The transcription system of
Code-A-Text has a number of features useful for CA, including the automatic
recording of the length of silences and the insertion of this into the transcript, as
well as supporting the use of CA transcription symbols (see the Appendix to this
book). The program can export counts of words or other letter strings, and counts
of code words, to spreadsheets for numerical analysis.

Using CAQDAS is no substitute for thinking hard about the meaning of data.
This is often said in response to fears that computer technology will be used
uncritically for data analysis. No doubt this fear is partly generated by the per-
ception that just such a process has occurred too often in statistical research.
However, experienced quantitative researchers have long been aware of the
need to treat computers as instruments for pursuing arguments about data,
rather than limiting thought to what the computer can do. Additionally, differ-
ent packages offer different things, and if you think you want to do something
that your package cannot do, search for one that can and you will often find it.
I hope the examples of ETHNO and Code-A-Text in this section, neither of
which are mainstream CAQDAS packages, will show you that this can result in
some welcome finds. T will now give you a brief description of three “main-
stream” packages, before discussing some more advanced analytic strategies
supported by CAQDAS.

\INSTREAM PACKAGES:
'HNOGRAPH, NUD-IST, NVIVO, N7, AND ATLAS

A full account of the range of CAQDAS packages is available in Miles and
Weitzman (1995). As I've said, new versions continually emerge, and for the lat-
est versions it is best to explore relevant Internet sites (see p. 255) rather than
read books, which quickly lose their currency. These sites have the advantage of
containing demonstration versions of the commercial packages, and free
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versions of shareware. There are also e-mail discussion groups where software
developers will engage with issues users raise, as well as allowing users to com-
municate with each other from around the world. However, a brief review of
the features of three mainstream packages is appropriate here in order to show
you more about what such packages can support and illustrate the view that
different programs suit different needs.

Ethnograph

Ethnograph (http://www.QualisResearch.com) was one of the first CAQDAS
programs and, in the 1980s, was the one most often used by qualitative
researchers. Developed initially as a DOS program, it is easy to learn. Because
of this, I use it to teach CAQDAS to beginners, rather than any other package.
The documentation is very explicit, and the continual prompts it offers the user
to double-check a chosen action are, although very helpful to beginners, a little
irritating after a while. The core is a straightforward code-and-retrieve system.
As 1 write, version 5.0 for Windows is due to be released. This promises a
number of welcome new features, which will overcome limitations of earlier
versions. The number of data files will no longer be limited to 80, for example,
and it will be possible to do on-screen coding with a mouse. For the first time
it will be possible to export counts of code words to files that can be read by
statistical software.

The program, like all CAQDAS software, requires the user to enter text with
another program (either a word processor or optical character recognition).
Once imported, lines are numbered. Codes can be attached to the numbers asso-
ciated with particular segments of text. Memoranda about the meaning of codes
can be recorded so that their development is logged, and these and other memos
can themselves be incorporated as elements of data during searches (a feature
the developers of NUDe®IST would call an instance of “system closure”).
Searching for segments of text has become more sophisticated in successive
versions of the program. One can restrict searches to particular files, or to par-
ticular features of files recorded on attached facesheets (e.g., male/female inter-
viewee, institutional or community setting, and so on). If data takes the form of
a conversation between several people, the capacity to restrict searches to par-
ticular speakers, or categories of speaker, is useful. Boolean searches are feasi-
ble, so that overlaps of codes, and retrieval of segments coded with one word
but not with another, are supported. A new feature is the capacity automatically
to scan data files for code words that were entered along with the data. This can
be very useful if the researcher has a robust coding scheme developed before all
data has been entered.
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NUDeIST, NVivo, and N7

NUD-®IST (http://www.qsr.com.au) entered the scene somewhat later than

Ethnograph, initially as a Macintosh program, but with a PC Windows version
soon developed. In recent years, the developers of NUDeIST have alsq created
NVivo and finally N7, which merges the features of NUDeIST and N'Vivo. Our
comments here relate to NUDeIST. Readers should explore the latest software
from this manufacturer themselves to assess how relevant these comments are
to N7. NUDeIST offers more features than Ethnograph but is a little harder to
learn. The documentation is less explicit for the novice, and things that are quite
simple in Ethnograph, such as printing out the results of a search, are made
more complex in NUDSIST. As well as enabling just about everything that
FEthnograph can do, NUDeIST offers more complex Boolean searches. .

NVivo is a very flexible tool, allowing pictures and sound files to be associ-
ated with a project as well as raw text. Coding text involves operations that are
very similar to those involved in highlighting text in a word processor. The: pro-
gram allows the user to alter original data files (e.g., the transcript of an inter-
view) after they have been coded. Cutting and pasting between NVivo and Word
processor Windows is straightforward, and complex searches are feasxb.le.
Additionally, like ATLAS (see p. 255), NVivo has a built-in modelef, which
allows the user to map out ideas in visual displays whose nodes are linked to
the underlying data associated with them (see Figure 13.2 for an example).

ATLAS

ATLAS (http/www.atlasti.de) was explicitly developed to enable a grounc%ed
theory approach, resulting in a program of considerable sophistication. Unlike
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Figure 13.2  Conceptual Network Drawn With the NVivo Modeler
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Figure 13.3  Conceptual Network of the Type Supported by NUDeIST

the other two programs reviewed here, ATLAS allows graphics (pictures and so
on) to be used as data. This means that, for example, handwritten documents
can be electronically scanned as pictures, sections of which can be marked and
coded for later retrieval. ATLAS also offers more extended features for theory
development, including the capacity to create conceptual diagrams showing
links between emerging ideas. These diagrams are themselves linked to instances
of data, meaning that quotations illustrating theoretical statements can be gath-
ered very quickly. This is an advance on the hierarchical structure imposed
by NUDeIST’s graphical display, although it is possible to export codes from
NUDeIST to other conceptual mapping software. The appearance of ATLAS
is initially rather complex, as the default toolbar contains many buttons whose
purpose is not easily apparent. Some users will feel that the ease with which
Fthnograph is learned outweighs the sophisticated advantages offered by
ATLAS. Coding and retrieving text segments will be all that many researchers
wish to do. Others will find the new analytic possibilities opened up by ATLAS
a considerable attraction. At this point, it is appropriate to consider some more
advanced analytic strategies, involving theory building and testing, which pack-
ages like ATLAS are designed to support.
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THEORY BUILDING WITH CAQDAS

Most researchers who use CAQDAS confine their use to coding and retrieval
of text segments, using the computer as an electronic filing cabinet (Lee &
Fielding, 1995). Theory building is generally done in the mind, or with the aid
of paper, if at all. Although in one sense all research studies, indeed all obser-
vations, are theory driven, not all research studies need to be explicitly theo-
rized. Much qualitative research is, in commonsense parlance, descriptive and
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does not require the explicit elaboration of conceptual thought. generally
referred to as theory. However, CAQDAS does s'uApport theorizing, and
examples of this are available in the literature.. Additionally, I use the. term
theory building to incorporate both the generation of the'ory and its testlng. It
is. in fact, hard to discuss one without the other, and an important perception
oE later researchers responding to the original outline of‘ grt?undefi .theory
(Glaser & Strauss, 1967) has been that the testing of emerging ideas is impor-
tant in contributing new theoretical ideas. Indeed, the constant comparative
method for generating theory (see Chapter 14) can be understc?od as mvoly@g
continual tests of ideas ‘against data. The concept of abdw{ctzon (see Blal‘kle,
1993) is a helpful halfway house between the poles of induction and deduction,
indicating this understanding of data analysis.

The capacity to map out ideas in diagrams or conceptual networks? sup-
ported particularly well by ATLAS and NVivo, has alrea_dy l?een menn(.)ned.
Software that is exclusively devoted to conceptual mapping is also avadgble
(such as Decision Explorer; http://www.banxia.com/demaln.html). Links
between concepts can be visually represented in a var%ety of forms, so thai (z‘ne
type of link can mean “X causes Y,” and another “X is associated with Y,” “X
Joves Y,” “X depends on Y,” or “X is a property of Y,” and so on. Because the
network is linked to coded segments of data, instances of X and instances of Y,
or instances of X where Y also occurs, or instances of Y where X is not present
(and so on) can be generated by the application of Boolean s§arch statements.

Let us imagine, for a moment, that CAQDAS had been av.axlable when Glaser
and Strauss (1964) generated their grounded theory of social loss, an example
of the use of the constant comparative method. These researchers 'recorded,
among other things, instances of nurses talking about the care of patients who
had died. Let us imagine that they searched through all of these stories, perhaps
coded as Nursetalk, and discovered what, in the 1960s, the)f found thrgugl:
manual methods, that some of these were instances of “social loss stories.
These were comments made that indicated the extent to which nurses felta par-
ticular death constituted a serious loss or not. A code (let us imagme th‘at it is
called Socialoss) might have been attached to these stories, enabling their later
retrieval and further analysis. .

Glaser and Strauss report that the category “social loss story” contained
some variable examples, whose properties Glaser and Strauss were able to
explore by comparing different incidents where nurses spoke about thi deaths
of patients. Thus, a nurse might regretfully say of a 20-year-old man, .he waf
to be a doctor,” or of a 30-year-old mother, “who will look after t.he cl.uldren?
or of an 80-year-old widow, “oh well, she had a good life.” This might have
been established by close examination of these stories, retrieved by computer.
Such an examination could have involved searches for word strings like age or
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years. Glaser and Strauss concluded that the age of a patient was a key factor
in determining the properties of social loss stories, as well as the educational and
occupational class of the person who died. Additionally, they found that nurses’
“composure” (itself a category with variable properties) was often disrupted at
moments of high social loss. Thus, relationships between two categories were
mapped out. Eventually Glaser and Strauss were to incorporate this into a gen-
eral theory of relationships between professionals and their clients, suggesting
that clients of high social value were more likely to receive rapid attention from
professionals.

The conceptual network that might then have helped this developing theory
to emerge would have looked like that shown in Figure 13.2 (created with the
NVivo modeler). The arrows indicate the features of patients considered in
social loss stories, which can have two different outcomes, depending on the
content of the story. At each stage, retrievals of data would have supported or
refuted the emerging theory. Note, too, that further refinement is then possible.
Glaser and Strauss (1964) suggest, for example, that the properties of social loss
stories interact. If an elderly person of high education and social class status
died, this would be less likely to result in loss of composure than a situation
involving a younger person of high education and social class. Such relation-
ships might be indicated by further arrows indicating the conditions influencing
particular outcomes. Other types of diagrams are possible for representing these
ideas. For example, the hierarchical tree supported by NUDe®IST could look as
in Figure 13.3. If the researcher wishes to retrieve instances where the great age
of a person was mentioned in a social loss story, the “address” of this “node”
for such a retrieval (to use the terms used in NUDeIST) would be 1, 1, 1. Note,
though, that unlike Figure 13.2, the tree structure of 13.3 does not allow lines
of supposed influence to be shown, making it hard to distinguish the properties
of social loss stories (patients’ characteristics) from their consequences (compo-
sure outcomes).

This example can also help in understanding the theory-testing capabilities of
CAQDAS. Before going into this, though, it is important to distinguish between
two broad types of code. It is possible to code material factually rather than
beuristically. Thus, for example, a segment of text might be described as being
about “composure” or about “religion” or about “alienation.” These are examples
of heuristic codes, often reflecting the researcher’s theoretical concepts, useful for
retrieving segments of data so that examples of such talk can be thought about
more deeply, subcategorized, and so on. However, one might also want to code
that composure, in a particular segment, has been retained or lost, that a person
is a Catholic or a Protestant, or that someone is alienated or not. These are
examples of factual codes. It is necessary to code “factually” in this way in order
to pursue the rigorous hypothesis testing supported by CAQDAS.
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Hesse-Biber and Dupuis (1995) give an example of hypothesis testing from
a study of the causes of anorexia. Using factual coding with CAQDAS, these
researchers could test the proposition that weight loss related to certain
antecedent conditions. A logical relationship between factual coding categories
was written along the following lines: «Jf mother was critical of daughter’s body
image and mother-daughter relationship was strained and daughter experiences
weight loss then count as an example of mother’s negative influence on daugh-
ter’s self-image.” Once particular interviews were identified as containing the
codes involved, the text could be retrieved for further examination in order to see
whether support for this causal interpretation could be justified for each case.
Clearly, the example from Glaser and Strauss could have been treated in a
similar fashion. Selecting all examples of the loss of composure, the researchers
could have examined to see whether these were accompanied by co-occurrences
of codes for high education, high social class, and low age, or particular combi-
nations of these. This strategy would have searched out and retrieved negative
instances, thus supporting an approach to data analysis that, in Chapter 14, we
describe as analytic induction. Kelle (1995) contains a number of examples of
these uses of CAQDAS, as well as references to programs that have been devel-
oped to support particular approaches to theory testing, such as AQUAD

{Huber & Garcia, 1991).

HYPERLINKS TO POSTMODERN READINGS OF TEXT

The previous section may have made you feel that some of the fears that com-
puters might take over analytic thought are justified. A technical fantasy seems
to have emerged, uncomfortably close to quantitative work, with a language of
counting, hypothesis testing, and causal analysis that is alien to the interpretive
freedom supported by qualitative approaches. Perhaps in response to these ten-
dencies, Coffey, Holbrook, and Atkinson (1996) have outlined an approach to
CAQDAS that is more in line with postmodern sensibilities, where deconstruc-
tion of a single authorial voice to enable multiple readings of text and data is
enabled (the approach is also described in Coffey & Atkinson, 1996).

This approach makes use of a feature that I have not discussed so far, that of
the hypertext link, whereby the analyst of data, or reader of a report, can click
on a highlighted word or icon and go instantly to some link that has been pre-
viously made. Thus, a click on a code word might lead to an associated segment
of text, or to a picture or sound file illustrating the concept. This feature will be
familiar to users of the Internet. It has been promoted in certain CAQDAS pack-
ages (e.g., Hypersoft; Dey, 1993) as avoiding the «decontextualization” of data
that can occur in simple code-and-retrieve approaches, such as those supported
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by Ethnograph. This is because the hypertext link does not retrieve the rel
segment, but shows it in its original location, surrounded, for exam ler bem}rx1 .
rest of the interview in which the segment of speech OCCllrS. Additign;ll , Ehe
analyst can attach explanations, interpretations, and memos to particular }1," ! ;
. Coffey and Atkinson argue that, as an example, “we might also attach '2;3
tional details, such as career details of particular respondents, their famil : .
21: details about their domestic lives.” (1996, p. 183). Th,is means tli’atriis,
reader” qf a research report will in fact interact with a computer rather th .
a book, with a research “report” being written to a CD-ROM rather than on
pap;r;iTie rel;ad;r Willf be able to explore original data in as much depth asoil:
needed, thereby being free of th i i
e o b;f ’ Singg ; author'e need to attend to an overarching and exclusive
- The .pre.sentation of these ideas, like many new and interesting developments
in c.;uahtatlve research, has been couched initially in the form of a critipue to
Yvhlch the use of hypertext in these ways is offered as a solution. It see;s t,hat
innovators often form their ideas as a response to perceived limitations of the
dlormnant orthodoxy (or perhaps this is a rhetorical ploy to add to the persua-
sive al.)pea% of the new idea). The ideas of Coffey et al. (1996) are preselr)lted as
emerging in response to the limitations of the dominant grounded theor
approlach,. Which they perceive to be supported by most CAQDAS software ’
This critique has duly received a sophisticated reply from a representativé of
that approach, namely Kelle (1997), who rejects the simple dichotomizing of
hypertext versus coding, postmodernism versus grounded theory. Kelle drgaw
ona learned and interesting discussion of the German hermeneuti‘c tradition ;
Biblical scholarship to show that both approaches can be fruitfully combinedo
Here, we are in the realms of advanced methodological debate, a fascinatin; an‘d
somewhat self-sustaining arena of discourse which, however i; a little distagnced
from the _.lafacticali'Fies faced by researchers grappling with part;cular research tasks
In tl'le spirit of grounding the methodological debate, I would note that the ideas'
outlined by Coffey et al. seem like good and creative ones that could benefit some
researchers .in what they want to do. In particular, the authors extend the topic of
4ata analysis by pointing to the intimate links between data, analysis interpreta—
tion, and presentation to readers. In one sense, too, they have the ;)otentli)al to
addre.ss more traditional concerns with reliability and validity, as a CD-ROM can
contain a great deal more text and other data than a conV:antional book. This
will enable one of the long-standing problems of qualitative researchers ‘to be
addressed, that of anecdotalism, as “readers” will be able to examine the full
corpus (?f data on which conclusions are based. This would, of course, still be an
exhe‘tustwe task, and it is likely that the single-paragraph abstract of fi,ndings will
retain a greater appeal for readers wanting to survey a range of studies in order to
extract the major research findings of a particular field.

253



k

Part lli; Analyzing Your Data

JNCLUDING REMARKS

In this chapter, I have introduced you to some of the basic features of CAQ-
DAS, emphasizing the utility of many such programs for the electronic storage,
filing, and retrieval of large bodies of textual data.

The time-saving element of this has been stressed, as well as the advan-
tages that are gained in addressing issues of validity and reliability by the
simple counting enabled by most such programs. The limitations of CAQ-
DAS have also been discussed, including the issue of whether computer pro-
grams are likely to impose a narrowly exclusive approach to qualitative data
analysis.

As a result, I hope that you will feel able to use CAQDAS for your own ends,
rather than have it dictate an analytic strategy to you. There are many such pro-
grams available, and if you find that a particular one does not support what you
want to do, the odds are that another package will contain something more use-
ful if you look hard enough.

More elaborate uses of CAQDAS, for theory building and testing, were
also described, as well as the more speculative use of hypertext and com-
puter presentations in general, to create research reports that allow readers
to engage in interpretive work relatively free from a dominant authorial
interpretation.

EY POINTS

e Specialized computer software (CAQDAS) can speed up the routine tasks
of sorting and searching through large quantities of qualitative data. This
frees up time for analytic thought.

o Such software also tends to promote certain aspects of rigor. It does not
tie the researcher to a particular form of qualitative analysis.

o CAQDAS does not do the thinking for you. It may not be needed where
small segments of data are being considered.

o “Code, search, and retrieve” are basic and much-used features of the
major CAQDAS packages. However, you should not neglect other fea-
tures designed to facilitate theory building and innovative approaches to
presenting and reading research reports (including visual modeling and
hyperlink facilities).

eait :E\?‘ \‘\-'S.W.g\” t
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FURTHER READING

Kelle (1995) is a good collection of articles showing a variety of uses of CAQ-
DAS, and this author has written thoughtfully on coding for computerized
analysis elsewhere (Kelle, 2004). Fielding and Lee (1991) is an edited collection
of similar pieces. Richards and Richards (1994), who are the producers of
NUDeIST and NVivo, have written an excellent review of the field. Seale
(2002) provides a guide to the use of CAQDAS software with interview mate-
rial. The following list of CAQDAS and NUD®IST Web sites contain plentiful
advice, and training and self-help tutorials on the subject, as well as links to

books and articles:
Ethnograph (http://www.QualisResearch.com)
NUDe®IST, NVivo, and N7 (http://www.qgsr.com.au)
ATLAS (http://www.atlasti.de)

CAQDAS networking project at Surrey University, UK (http:/cagdas.soc
.surrey.ac.uk/)

Details of ho‘.;v to join user discussion groups are available at the above sites.
The Sage Scolari site is included because Sage distributes NUDeIST and ATLAS"
and contains links to the producers’ Web sites.

If you have an Internet connection, visit the Web sites listed in the "Further Reading” sec-
tion of this chapter” Download a demonstration version of one of the mainstream pro-
grams described in this chapter (i.e., Ethnograph, NVivo, NUD ST, or ATLAS). When you
have spent some time getting to know the package and what it can do, jot down answers

to the following questions:
1. How could | use this program to save time on my research project?
2. How could 1 use this program to improve the rigor of my study?
3. How could I use this program to develop the theoretical aspects of my study?

4. What are the limitations and disadvantages of using this for my study? Would
another program overcome these, or should | opt for a manual approach?
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Select a published qualitative research project that you already know quite well, which -

was done without the use of CAQDAS. It could, for example, be an early, classic study
of Chicago School ethnography, or a well-known study relevant to your research topic.
Examine the way in which the researcher appears to have collected and analyzed the
data and answer the following questions:

1. How might a CAQDAS program have been used to aid data collection on this
study?

2. How might a CAQDAS program have been used to develop a coding scheme on
this study?

3. How might the use of CAQDAS have improved the quality and rigor of data
reporting on this study?

4. What other questions might have been asked of the data in the study, and could
a CAQDAS program have helped in answering these?

F——

CHAPTER 14

Quality in
Qualitative Research

INTRODUCTION

Quality has been a continuing theme of this book. Deciding to do qualitative
research is not a soft option. Such research demands theoretical sophistication
and methodological rigor. .

Just because we do not use complicated statistical tests or do much counting
does not mean that we can wallow in comforting hot baths of “empathic” or
“authentic” discussions with respondents. After all, if this is the limit of our
ambitions, can we do better than a talk show presenter?

. In his excellent book The Quality of Qualitative Research, Seale (1999)
ldent%fies quality issues with what he calls “methodological awareness.” As he
puts it,
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Methodological awareness involves a commitment to showing as much as
possible to the audience of research studies . . . the procedures and evi-
dence that have led to particular conclusions, always open to the possibil-
ity that conclusions may need to be revised in the light of new evidence.
(Seale, 1999, p. x)

It follows that unless you can show your audience the procedures you used
to ensure that your methods were reliable and your conclusions valid, there is
little point in aiming to conclude a research dissertation. Having good inten-
tions or the correct political attitude is, unfortunately, never the point. Short
of reliable methods and valid conclusions, research descends into a bedlam
where the only battles that are won are by those who shout the loudest.

In Chapter 9, we were able to be reassuring about the scientific status of case
studies based on small amounts of data. However, we are less tempted to assure
qualitative researchers that they need not be concerned about the reliability of
their data or the quality of their interpretations. The reader has only to refer to
Chapter 15 to see that our concerns about these matters extend to some pub-
lished research.

This chapter is the first of two chapters that deal with quality considerations.
In this chapter, we will attempt a diagnosis of the problem and suggest some
practical solutions for you to use in your own research. In Chapter 15, we sug-
gest how you can apply quality rules to evaluate research publications.

But first it is important to be clear about the relevant terms—validity and
reliability. For simplicity, we will work with two straightforward definitions set
out in Table 14.1.

Using examples of actual research studies, we review in the next section the
pitfalls and opportunities that the demands of validity and reliability create for
the novice researcher. Let us begin with validity.

Table 14.1  Validity and Reliability

Validity

“By validity, I mean truth: interpreted as the extent to which an account accurately
represents the social phenomena to which it refers.” (Hammersley, 1990, p. 57)

Reliability

«Reliability refers to the degree of consistency with which instances are assigned to the
same category by different observers or by the same observer on different occasions.”
(Hammersley, 1992, p. 67)
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VALIDITY

Validity is another word for truth. Sometimes one doubts the validity of an
explanation because the researcher has clearly made no attempt to deal with
contrary cases. Or sometimes, the demands of journal editors for shorter and
shorter articles and the word limits attached to university courses mean that
the researcher is reluctantly led to use only “telling” examples.

Of course, such challenges to validity are not confined to qualitative research.
The same sorts of problems can happen in the natural sciences. The demands of
journal editors and university courses are little different in most fields. Nor is
the temptation to exclude contrary cases unique to qualitative research. Moreover,
the large research teams that sometimes collaborate in the natural sciences can
unexpectedly threaten the credibility of findings. For instance, laboratory assis-
tants have been shown to select “perfect” slides for their professor’s important
lecture, while putting to the side slides about which awkward questions might
be asked (see Lynch, 1984).

It also should not be assumed that quantitative researchers have a simple solu-
tion to the question of validity. As Fielding and Fielding point out, some inter-
pretation takes place even when using apparently “hard” quantitative measures:

Ultimately all methods of data collection are analyzed “qualitatively,” in
so far as the act of analysis is an interpretation, and therefore of necessity
a selective rendering. Whether the data collected are quantifiable or qual-
itative, the issue of the warrant for their inferences must be confronted.
(1986, p. 12, our emphasis)

So, as you prepare your qualitative study, you should not be overly defen-
sive. Quantitative researchers have no “golden key” to validity.

Nonetheless, qualitative researchers, with their in-depth access to single
cases, have to overcome a special temptation. How are they to convince them-
selves (and their audience) that their “findings” are genuinely based on critical
investigation of all their data and do not depend on a few well-chosen examples?
This is sometimes known as the problem of anecdotalism.

As Mehan (1979) notes, the very strength of ethnographic field studies-—its
ability to give rich descriptions of social settings—can also be its weakness.
Mehan identifies three such weaknesses:

1. Conventional field studies tend to have an anecdotal quality. Research

reports include a few exemplary instances of the behaviour that the
researcher has culled from field notes.
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2. Researchers seldom provide the criteria or grounds for including certain
instances and not others. As a result, it is difficult to determine the typi-
cality or representativeness of instances and findings generated from
them.

3. Research reports presented in tabular form do not preserve the materials
upon which the analysis was conducted. As the researcher abstracts data
from raw materials to produce summarized findings, the original form of
the materials is Jost. Therefore, it is impossible to entertain alternative
interpretations of the same materials. (1979, p. 15, our emphasis)

Some years later, this prdblem was succinctly expressed by Bryman:

There is a tendency towards an anecdotal approach to the use of data in
relation to conclusions or explanations in qualitative research. Brief conver-
sations, snippets from unstructured interviews . . . are used to provide evi-
dence of a particular contention. There are grounds for disquiet in that the
representativeness or generality of these fragments are rarely addressed.
(1988, p. 77)

The complaint of anecdotalism questions the validity of much qualitative
research. Two common responses to it are to suggest method and data trian-
gulation and/or respondent validation.

Triangulation refers to the attempt to get a “true” fix on a situation by com-
bining different ways of looking at it or different findings. In Chapter 4, we
showed some of the difficulties that novice researchers can get into by attempt-
ing such triangulation. In Chapter 9, we discussed in more detail the analytical
limitations of this approach.

Broadly, many of the models that underlie qualitative research are simply not
compatible with the assumption that “true” fixes on “reality” can be obtained
separately from particular ways of looking at it. Of course, this does not mean
that you should not use different data sets or deploy different methods. The
problem only arises when you use such multiplicity as a way of settling validity
questions.

Respondent validation suggests that we should go back to the subjects with our
tentative results and refine them in the light of our subjects’ reactions (Reason &
Rowan, 1981). Like triangulation, however, we fear it is a flawed method.

Of course, the subjects we study can, if we ask them, give us an account of
the context of their actions. The problem only arises if we attribute a privileged
status to that account (see Bloor, 1983; Bryman, 1988, pp. 78-79). As Fielding
and Fielding put it,
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There is no reason to assume that members have privileged status as com-
mentators on their actions .. . such feedback cannot be taken as direct
validation or refutation of the observer’s inferences. Rather such processes
of so-called “validation” should be treated as yet another source of data
and insight. (1986, p. 43)

Of course, this leaves to one side the ethics, politics, and practicalities of
the researcher’s relation with subjects in the field (see Chapters 17 and 18).
Nonetheless, these latter issues should not be confused with the validation of
research findings.

If triangulation and respondent validation are fallible paths to validity, what
more satisfactory methods remain? We discuss next five interrelated ways of
thinking critically about qualitative data analysis in order to aim at more valid
findings. These are

o The refutability principle

e The constant comparative method

Comprehensive data treatment
e Deviant-case analysis

e Using appropriate tabulations

The Refutability Principle

One solution to the problem of anecdotalism is simply for qualitative
researchers to seek to refute their initial assumptions about their data in order
to achieve objectivity. As Kirk and Miller argue,

The assumptions underlying the search for objectivity are simple. There is
a world of empirical reality out there. The way we perceive and under-

stand that world is largely up to us, but the world does not tolerate all
understandings of it equally. (1986, p. 11)

Following Kirk and Miller, we need to recognize that “the world does not
tolerate all understandings of it equally.” This means that we must overcome
the temptation to jump to easy conclusions just because there is some evidence
that seems to lead in an interesting direction. Instead, we must subject this evi-
dence to every possible test.
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The critical method implied here is close to what Popper (1959) calls “criti-
cal rationalism.” This demands that we must seek to refute assumed relations
between phenomena. Then, only if we cannot refute the existence of a certain

relationship, are we in a position to speak about “objective” knowledge. Even

then, however, our knowledge is always provisional, subject to a subsequent
study that may come up with disconfirming evidence.
Popper puts it this way:

What characterizes the empirical method is its manner of exposing to fal-
sification, in every conceivable way, the system to be tested. Its aim is not
to save the lives of untenable systems but, on the contrary, to select the one
which is by comparisofl the fittest, by exposing them all to the fiercest
struggle for survival. (1959, p. 42)

Of course, qualitative researchers are not alone in taking Popper’s critical
method seriously. One way in which guantitative researchers attempt to satisfy
Popper’s demand for attempts at “falsification” is by carefully excluding spu-
rious correlations (see Table 2.3 and associated text in Chapter 2).

To do this, the survey researcher may seek to introduce new variables to pro-
duce a form of multivariate analysis that can offer significant, nonspurious cor-
relations (see Mehan, 1979, p. 21). Through such an attempt to avoid spurious
correlations, quantitative social scientists can provide a practical demonstration
of their orientation to the spirit of critical inquiry that Popper advocates.

How can qualitative researchers satisfy Popper’s criterion? The remaining four
methods suggest an interrelated way of thinking critically during data analysis.

The Constant Comparative Method

The comparative method means that the qualitative researcher should always
attempt to find another case through which to test out a provisional hypothe-
sis. In an early study of the changing perspectives of medical students during
their training, Becker and Geer (1960) found that they could test their emerging
hypothesis about the influence of career stages on perceptions by comparing dif-
ferent groups at one time and also by comparing one cohort of students with
another over the course of training. For instance, it could only be claimed with
confidence that beginning medical students tended to be idealists if several
cohorts of first-year students all shared this perspective.

Similarly, when David was studying what happened to Down syndrome
children in a heart hospital, he tested out his findings with tape recordings of
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consultations from the same clinic involving children without the congenital
abnormality (Silverman, 1981). And, of course, his attempt to analyze the cer-
emonial order of private medical practice (Silverman, 1984) was highly depen-
dent on comparative data on public clinics.

However, beginning researchers are unlikely to have the resources to study
different cases. Yet this does not mean that comparison is impossible. The con-
stant comparative method involves simply inspecting and comparing all the
data fragments that arise in a single case (Glaser & Strauss, 1967).

While such a method may seem attractive, beginning researchers may worry
about two practical difficulties involved in implementing it. First, they may lack
the resources to assemble all their data in an analyzable form. For instance,
transcribing a whole data set may be impossibly time consuming—as well as
diverting you from data analysis! Second, how are you to compare data when
you may have not yet generated a provisional hypothesis or even an initial set
of categories?

Fortunately, these objections can be readily overcome. In practice, it usually
makes sense to begin analysis on a relatively small part of your data. Then, hav-
ing generated a set of categories, you can test out emerging hypotheses by
steadily expanding your data corpus.

This point has been clearly made by Perdkyld using the example of studies
based on tape-recorded data:

There is a limit to how much data a single researcher or a research team
can transcribe and analyse. But on the other hand, a large database has
definite advantages . . . a large portion of the data can be kept as a resource
that is used only when the analysis has progressed so far that the phenom-
ena under study have been specified. At that later stage, short sections
from the data in reserve can be transcribed, and thereby, the full variation
of the phenomenon can be observed. (2004, p. 288)

David employed this constant comparative method, moving from small
to larger data sets, in his study of AIDS counseling (Silverman, 1997). For
instance, having isolated an instance of how a client resisted a counselor’s
advice, David trawled through his data to obtain a larger sample of cases
where advice resistance was present. This example is discussed in greater detail
in Silverman (2001, pp. 244-246).

However, the constant comparative method, because it involves a repeated
to and fro between different parts of your data, implies something much bigger.
All parts of your data must, at some point, be inspected and analyzed. This is
part of what is meant by “comprehensive data treatment.”
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Comprebensive Data Treatment

Ten Have notes the complaint that in CA, like other kinds of qualitative
research, “findings . . . are based on a subjectively selected, and probably biased,
‘sample’ of cases that happen to fit the analytic argument” (ten Have, 1998,
p- 135).

This complaint, which amounts to a charge of anecdotalism, can be addressed
by what ten Have, following Mehan (1979), calls “comprehensive data treat-
ment.” This comprehensiveness arises because, in qualitative research, “all cases
of data . .. [are] incorporated in the analysis” (Mehan, 1979, p. 21).

Such comprehensiveness goes beyond what is normally demanded in many
quantitative methods. For instance, in survey research one is usually satisfied by
achieving significant, nonspurious, correlations. So, if nearly all your data sup-
ports your hypothesis, your job is largely done.

By contrast, in qualitative research, working with smaller data sets open to
repeated inspection, you should not be satisfied until your generalization is able
to apply to every single gobbet of relevant data you have collected.

The outcome is a generalization that can be every bit as valid as a sta-
tistical correlation. As Mehan puts it, “The result is an integrated, precise
model that comprehensively describes a specific [phenomenon], instead of a
simple correlational statement about antecedent and consequent conditions”

(1979, p. 21).

Deviant-Case Analysis

What is important in depicting anomalies precisely? If you cannot do it
that shows you do not know your way around the concepts. (Wittgenstein,
1980, p. 72e)

Comprehensive data treatment implies actively seeking out and addressing
anomalies or deviant cases. Again, Mehan makes the point:

The method begins with a small batch of data. A provisional analytic
scheme is generated. The scheme is then compared to other data, and
modifications made in the scheme as necessary. The provisional analytic
scheme is constantly confronted by “negative” or “discrepant” cases
until the researcher has derived a small set of recursive rules that incor-
porate all the data in the analysis. (1979, p. 21; see also Becker, 1998,
pp. 211-212)
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Mehan notes that this is very different from the sense of deviant-case analy-
sis in quantitative survey research. Here you turn to deviant cases in two
circumstances:

o When the existing variables will not produce sufficiently high statistical
correlations

e When good correlations are found but you suspect these might be spurious

By contrast, the qualitative researcher should not be satisfied by explana-
tions that appear to explain nearly all the variance in their data. Instead, as we
have already argued, in qualitative research, every piece of data has to be used
until it can be accounted for. -

Let us show you two examples that use deviant-case analysis with the aim of
a comprehensive data treatment. The first is drawn from an interview study of
reports by relatives about family members who had died alone (Seale, 1996; dis-
cussed in Seale, 1999, pp. 79-80).

Most relatives reported that a relative dying alone was an unwelcome event
and that they would have wanted to be present at the death if they had been
able. Seale argued that such accounts worked to display a relative’s moral
adequacy. '

However, in a small minority of cases, people said they had not wanted to be
present at such a death. Rather than treat these examples as statistically insignif-
icant, Seale examined them in greater detail to see if his overall argument needed
to be modified.

In all these deviant cases, it turned out that respondents offered legitimations
for their position. For instance, in one case, a son said that his father’s demen-
tia meant that he would have been “oblivious” if his son had been present. In
another case, a hiisband referred to his own potential distress at being present
at the death of his wife. He also added that it “didn’t make any difference as she
was in a coma” (Seale, 1999, p. 79). »

Seale concluded that, in his five deviant cases, respondents did not depart
from displays of moral adequacy but rather

successfully demonstrated their moral adequacy by alternative means. In
doing this, they showed an orientation towards the event [i.e., not being
present at the death of a loved one] as deviant from normal behaviour,
requiring explanation, so strengthening the general case that accompani-
ment of dying people is perceived as a generally desirable social norm.
(1999, p. 80)
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The second example of deviant-case analysis is drawn from David’s ethno-
graphic research on pediatric clinics (Silverman, 1987). In this research, David
compared the heart clinic discussed in Chapter 12 with a clinic treating
children born with cleft lips and/or cleft palates. The latter is another congen-
ital defect but, unlike cardiac anomalies, is self-evident and treatable by rou-
tine, low-risk cosmetic surgery usually carried out when the patient is in the
teens. In both clinics, David observed and tape recorded what was said.
Transcription was for ethnographic purposes and this meant that its level of
detail did not follow all the conventions used in CA.

The rationale for delaying cosmetic surgery in the cleft-palate clinic is that,
because appearance is a matter of personal judgment, it is best left until some-
body is of an age when he or she can decide for him- or herself rather than be
influenced by the surgeon or by the parents. In practice, this reasonable assump-
tion meant that the doctor (D) would ask the young person concerned a ques-
tion in this general format:

D:  What do you think about your looks Barry?
(3.0)
B: I don’t know

You heh heh doesn’t worry you a lot. (Silverman, 1987, p. 165)

Barry’s answer was common at the clinic. Short of a later self-correction or
a persuasive parental intervention (both difficult to engineer), it meant that
many such patients did not get cosmetic surgery. '

Drawing upon evidence of this kind, David argued that questioning such young
people about their looks set up the consultation as a psychological interrogation
likely to lead to nonintervention. This was strengthened by the fact that, later in
the consultation, it became clear that Barry, after all, did want cosmetic surgery.
Barry’s case and that of others showed that these adolescent patients had far less
difficulty when they were simply asked whether they wanted an operation.

However, a visit to a clinic in Brisbane, Australia, provided David with the
deviant case shown in this extract:

D: Do you worry at all about your appearance?
S:  Oh I really notice it but I um if it could be improved, I'd like to get it
done. I really worry about it. (Silverman, 1987, p. 182)

In one leap, Simon seems to have overcome the communication difficulties
that a question about your appearance usually generates. He freely admits that
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he “notices” and “worries” about his looks and, consequently, would “like to
get it done.” What are we to make of this apparently deviant case?

The first thing to report is that, at 18 years of age, Simon is considerably
older than Barry and the other children seen in the English clinic. So reticence
to discuss one’s appearance may be age related and different medical strategies
may be applied to different age groups.

However, there was something more interesting about Simon’s case. This
was how his reports about his worries were treated by doctors in his clinic. The
extract below is a continuation of the last:

I really worry about it.
Really?
Not really but really?

v O g @

But really yes. (Silverman, 1987, p. 183)

What is going on in this extract? Why is Simon’s apparently straightforward
response subject to further questioning? To answer these questions, David
noted comments made by a doctor before Simon had entered the room. These
are shown here: ’

D:  He’ser (0.5) it’s a matter of deciding whether he should have an operd-
tion. And, er, what we are concerned about is his degree of maturity
which it will be very interesting for you [D turns toward David] to make
a judgment on when he comes in. (Silverman, 1987, p. 180)

We see from this extract that, even before Simon enters the room, his
“degree of maturity” will be an issue. We are advised that Simon’s answers
should not stand alone as expression of his wishes but should be judged as
mature or immature and, perhaps, discarded or reinterpreted.

After Simon leaves, this doctor worries some more about what Simon’s
answers “really” mean:

D:  Its very difficult to assess isn’t it? Because he’s pretty sophisticated in
some of his comments and it’s er (1.0) it’s just the, you know, continu-
ously sunny nature that’s troubling me a little bit about the problem as
to whether it should be done. (Silverman, 1987, p. 186)

Eventually, this doctor concludes that Simon’s relaxed manner is merely
“a cover-up” for his self-consciousness about his appearance. Although this is
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rather an odd conclusion as Simon has freely admitted that he is concerned
about his appearance, it generates general consent and all the doctors present
agree that Simon is “motivated” and should have his operation.

This deviant case considerably added to David’s understanding of the
mechanics of decision making in the cleft-palate clinic. The English data had
suggested that asking young people about their appearance tended to present
problems that could lead away from the cosmetic surgery they might want. The
Australian data showed that, even when a patient confidently reported his con-
cern about his appearance, this created a further complication. In this case, the
doctors worried about how someone so concerned could present himself in such
a confident (or “sunny”) manner.

A catch-22 situation was now revealed. The doctors’ practical reasoning
unintentionally resulted in the following impasse:

1. To get surgery, you needed to complain about your appearance.

2. Those who were most troubled about their appearance would often be
the least able to complain, so they would not get surgery.

3. Patients who did complain would be viewed as self-confident. Hence
their underlying troubles were open to doubt and they too might not get
surgery.

The impasse derived from the coupling of the doctors’ understandable desire
to elicit their patients’ own views with psychological versions of the meaning
of what their patients actually said.

These two studies show how the identification and further analysis of deviant
cases can strengthen the validity of research. As implied here, it is important to
underline the fact that such identification needs to stem from a theoretical
approach to the data. Seale’s work derived from a way of treating interview
responses as moral narratives. David’s own research was based on an ethno-
graphic interest in the “ceremonial order” of the clinic (Strong, 1979).

So pieces of data are never intrinsically deviant but rather become so in rela-
tion to the approach used. This theoretically defined approach to analysis
should also properly apply to the compilation and inspection of data in tabu-
lated form.

Using Appropriate Tabulations

A very nice example of how simple tabulations can improve the quality of
data analysis is provided by Koppel, Cohen, and Abaluck (2003). Their earlier
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ethnographic research had revealed that hospital computer-ordering systems
were often associated with errors when doctors prescribed patients’ medica-
tions. A quantitative survey showed that over 75 percent of doctors had used
the computer system incorrectly.

It turned out that the computer display tended to convey a false sense of
accuracy to many doctors. For example, by focusing solely on the electronic
medication chart, doctors would tend to miss crucial paper stickers attached
to the hard-copy case notes. Various features of the computer software also
seemed to be associated with these errors. For instance, the display on the screen
would show amounts of a medication appropriate for warehousing needs and
purchasing decisions. Yet this level might be clinically inappropriate. In addi-
tion, it was possible for a doctor to add a new medication without canceling an
existing prescription for something very similar.

Koppel et al.’s survey increased the validity and generalizability of their qual-
itative study. Using both sets of data, they were able to argue more convincingly
about how the computer software could be improved.

However, it is usually mistaken to count simply for the sake of counting.
Without a theoretical rationale behind the tabulated categories, counting only
gives a spurious validity to research. For instance, in the observation of class-
room behavior, Mehan (1979) suggests that many kinds of quantification have
only limited value:

The quantitative approach to classroom observation is useful for certain
purposes, namely, for providing the frequency of teacher talk by compar-
ison with student talk. . . . However, this approach minimizes the contri-
bution of students, neglecis the inter-relationship of verbal to non-verbal
behavior, obscures the contingent nature of interaction, and ignores the
(often multiple) functions of language. (1979, p. 14)

We do not attempt here to defend quantitative or positivistic research per
se. We are not concerned with research designs that center on quantitative
methods and/or are indifferent to how participants construct order. Instead, we
want to try to demonstrate some uses of quantification in research that is qual-
itative and interpretive in design.

To some extent, the tabulations David developed in his study of cancer clinics
(see Chapter 12, Table 12.3) fell foul of Mehan’s criticisms. Although David’s
comparison of clinics derived from Strong’s (1979) discussion of “ceremonial
orders,” the tabulation was based on dubious, commonsense categories. For
instance, it is very problematic to count participants’ questions when one’s only
data is field notes. Without being able to reinspect a tape recording, David’s cat-
egory of “question” has an unknown relation to the participants’ orientations.
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An alternative is to count members’ own categories as used in naturally
occurring places. For instance, in David’s analysis of cardiac consultations with
Down syndrome children (see Chapter 12), he constructed a table, based on a
comparison of Down and non-Down consultations, showing the different forms
of the doctor’s questions to parents and the parents’ answers. This tabulation
showed a strong tendency with Down children for both the doctor and parents
to avoid using the word well about the child, and this absence of reference to
wellness proved to be crucial to understanding the subsequent shape of the
clinic consultation.

So there is no reason why qualitative researchers should not, where appro-
priate, use quantitative measures. Simple counting techniques, theoretically
derived and ideally based on members’ own categories, can offer a means to sur-
vey the whole corpus of data ordinarily lost in intensive, qualitative research.
Instead of taking the researcher’s word for it, the reader has a chance to gain a
sense of the flavor of the data as a whole. In turn, researchers are able to test
and to revise their generalizations, removing nagging doubts about the accuracy
of their impressions about the data.

As Kirk and Miller remark, “By our pragmatic view, qualitative research
does imply a commitment to field activities. It does not imply a commitment to
innumeracy” (1986, p. 10).

3ELIABILITY

Counting based on members’ own categories in the context of comprehen-
sive data treatment is possible because, in principle, the quality of data
should be high in qualitative research. By contrast, although quantitative
researchers try to claim reliability by using pretested measures and scales,
they can end up with highly unreliable tabulations. This is not because sur-
vey research questions are ambiguously worded but rather because asking
and answering any question can never be separated by mutual interpreta-
tions that are inherently local and nonstandardizable (see Antaki &
Rapley, 1996).

By contrast with tabulated figures from survey research interviews, tapes and
transcripts are open to further inspection by both researchers and readers.
However, this opportunity is not always present in qualitative research. There
are many observational studies where the reader has to depend on the researcher’s
depiction of what was going on. Indeed, perhaps the extended immersion in the
field, typical of much qualitative research, leads to a certain preciousness about
the validity and reliability of the researchers’ own interpretations of “their”
tribe or set of interview respondents.
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As Bryman notes about such studies,

Field notes or extended transcripts are rarely available; these would be very
helpful in order to allow the reader to formulate his or her own hunches
about the perspective of the people who have been studied. (1988, p. 77)

By implication, Bryman is calling for what Seale (1999) calls low-inference
descriptors. Although, as Seale notes, no act of observation can be free from
the underlying assumptions that guide it (see Chapter 7 of this book), detailed
data presentations that make minimal inferences are always preferable to
researchers’ presentation of their own (high-inference) summaries of their data.

Low-inference descriptors involve “recording observations in terms that are
as concrete as possible, including verbatim accounts of what people say . . .
rather than researchers’ reconstructions of the general sense of what a person
said” (Seale, 1999, p. 148).

We would add that low-inference descriptors also mean providing the reader
with long data extracts that include, for instance, the question preceding a respon-
dent’s comments as well as the interviewer’s continuers (e.g., “mm hmm?”), which
encourage a respondent to enlarge a comment (see Rapley, 2004).

Earlier in this book, we have discussed two ways of strengthening the relia-
bility of field data: field note conventions and intercoder agreement (referred to
in Chapters 11 and 12). In the remaining part of this chapter, we will concretize
this discussion of reliability by looking at an example of how reliability was
addressed in the context of one ethnographic study. We will then examine prac-
tical issues of reliability in a study that worked with tapes and transcripts of nat-
urally occurring interaction.

Reliability in One Ethnographic Study

In their ethnographic study of adolescent drug users, first discussed in Chapter 11,
Glassner and Loughlin carefully tape-recorded all their interviews. These tapes
were then transcribed and coded by “identifying topics, ways of talking, themes,
events, actors and so forth. . . . Those lists became a catalogue of codes, consisting
of 45 topics, each with up to 99 descriptors” (Glassner & Loughlin, 1987, p. 25).

On the surface, such tabulation appears to involve the counting for the sake of
counting found in some quantitative research. However, the authors make clear that
their approach to data analysis is different from positivistic survey research studies:

In more positivistic research designs, coder reliability is assessed in terms
of agreement among coders. In qualitative research one is unconcerned
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with standardizing interpretation of data. Rather, our goal in developing
this complex cataloguing and retrieval system has been to retain good
access to the words of the subjects, without relying upon the memory of
interviewers or data analysts. (1987, p. 27, our emphasis)

By retaining this access to subjects’ own categories, Glassner and Loughlin
satisfy the theoretical orientation of much qualitative research while simultane-
ously allowing readers to retain some sort of direct access to raw data.

Moreover, Glassner and Loughlin suggest that their analysis fits conventional
criteria of reliability. For instance,

o The coding and data analysis was done «plind”—both the coding staff
and the analysts of the data «conducted their research without knowledge
of [the] expectations or hypotheses of the project directors” (1987, p. 30).

o The computer-assisted recording and analysis of the data meant that one
could be more confident that the patterns reported actually existed
throughout the data rather than in favorable examples (see Chapter 12).

Reliability in a Study of Tape-Recorded Interaction

When people’s activities are tape recorded and transcribed, the reliability of
the interpretation of transcripts may be gravely weakened by a failure to tran-
scribe apparently trivial, but often crucial, pauses and overlaps. For instance, a
recent study of medical consultations was concerned to establish whether can-
cer patients had understood that their condition was fatal.

In this study (Clavarino, Najman, & Silverman, 1995), the researchers
attempted to examine the basis upon which interpretive judgments were made
about the content of a series of audiotaped doctor-patient interviews between
three oncologists and their newly referred cancer patients. It was during this inter-
view that the patients were supposedly informed that their cancer was incurable.

Two independent transcriptions were performed. In the first, an attempt was
made to transcribe the talk verbatim (i.e., without grammatical or other “tidy-
ing up”). Using the first transcription, three independent coders, who had been
trained to be consistent, coded the same material. Intercoder reliability was then
estimated. Inconsistencies among the coders may have reflected some ambigu-
ity in the data, some overlap between coding categories, or simple coding errors.

The second transcription was informed by the analytic ideas and transcrip-
tion symbols of CA. This provided additional information on how the parties

organized their talk and, the research team believes, represents a more objective,
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comprehensive, and therefore more reliable recording of the data because of the
level of detail given by this method.

By drawing upon the transcription symbols and concepts of CA, they sought
to reveal subtle features in the talk, showing how both doctor ,and patients
produced and received hearable ambiguities in the patient’s prognosis. This
involved a shift of focus from coders’ readings to how participants demc;nstra-
bly monitor each other’s talk. Once one pays attention to such detail, judgments
can be made that are more convincingly valid. Inevitably, this leads ,to a resolu-
tion of the problem of intercoder reliability.

For instance, when researchers first listened to tapes of relevant hospital
consultations, they sometimes felt that there was no evidence that the patients
had picked up their doctors’ often guarded statements about their prognosis
However, when the tapes were retranscribed, it was demonstrated that patient;
used very soft utterances (like “yes” or, more usually, “mm”) to mark that they
were taking up this information. Equally, doctors would monitor patients’ silences
and rephrase their prognosis statements.
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CONCLUDING REMARKS

Some so?ial researchers argue that a concern for the reliability and validity of
observations arises only within the quantitative research tradition. Because
what they call the positivist position sees no difference between the natural and
soci'a'l worlds, reliable and valid measures of social life are only needed by such
positivists. Conversely, it is argued, once we treat social reality as always in
flux, then it makes no sense to worry about whether our research instruments
measure accurately (e.g., Marshall & Rossman, 1989).

Such a position would rule out any systematic research because it implies that
we cannot assume any stable properties in the social world. However, if we con-
cede the possible existence of such properties, why shouldn’t other \,Nork repli-
cate these properties?

As Kirk and Miller argue about reliability,

Qualitative researchers can no longer afford to beg the issue of reliability
While the forte of field research will always lie in its capability to sort ou;
the validity of propositions, its results will (reasonably) go ignored minus
attention to reliability. For reliability to be calculated, it is incumbent on
the scientific investigator to document his or her procedure. (1986, p. 72)

4 Of course, exactly the same point may be made about the claims to valid-
ity, or truth status, of qualitative research studies. So, to underline the point
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with which this chapter began, unless you can show your audience the proce-
dures you used to ensure that your methods were reliable and your conclusions
valid, there is little point in aiming to conclude a research dissertation.

This is an exercise designed to help you think about the validity of your data analysis. It is best
attempted when you have already written at least one substantial paper on your findings.

EY POINTS
1. Choose any paper you have written on your data.

Validity is another word for truth. We cannot say that the claims of a research
study are valid when

2. Explain on what grounds you chose those particular data extracts to report.
3. To what extent can you claim that the data was typical or representative?
o Only a few exemplary instances are reported t 4. To what extent have you investigated and reported deviant cases?

o The criteria or grounds for including certain instances and not others are
not provided

o The original form of the materials is unavailable

This exercise is meant to accustom you to the adv imitati i
. Ly .. . .. antages and limit
Five ways of thinking critically about qualitative data analysis in order to i tabulations. J itations of simple
aim at more valid findings were discussed: o
1. Select one data set from your data corpus (e.g., a particular collection of inter-

e The refutability principle : views, observations, or transcripts).
o The constant comparative method 1 2. Count whatever seems to be countable in this data according to your theoretical
' orientation. -

o Comprehensive data treatment

o Deviant-case analysis 3. Assess what this quantitative data tells you about social life in this setting (e.g.

) ) . £ what associations can you establish?). '

e Using appropriate tabulations <k

: ‘ 4. Identify deviant cases (i.e., items that do not support the associations that you
have established). How might you further analyze these deviant cases, using
either quantitative or qualitative techniques? What light might that throw on the

associations you have identified?

Reliability refers to the degree of consistency with which instances are
assigned to the same category by different observers or by the same observer
on different occasions. For reliability to be calculated, it is incumbent on the
scientific investigators to document their procedure and to demonstrate that
categories have been used consistently.

FURTHER READING We reproduce below a quotation from Barry Glassner and Julia Loughlin used earlier in
: this chapter:
Clive Seale’s book The Quality of Qualitative Research (1999) offers an excel- t
lent overall treatment of the issues discussed in this chapter. A shorter version r In more positivistic research designs, coder reliability is assessed in terms of agreement
of his argument is found in his chapter “Quality in Qualitative Research” in : among coders. In qualitative research one is unconcered with standardizing interpre-
Seale et al.’s edited collection Inside Qualitative Research (2004, pp. 409-419). ; tation of data. Rather, our goal in developing this complex cataloguing and retrieval
A more specialized treatment is Perdkyld (2004). For a detailed discussion of system has been to retain good access to the words of the subjects, without relying

deviant-case analysis, or “analytic induction,” see Becker (1998, pp. 197-212). upon the memory of interviewers or data analysts. (1987, p. 27, our emphasis)
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explaining how your own data anal){sis pro-
| data set. Check out this piece with your
ks, you may be able to use it as part of

Now write a short piece (say, 1000 words) .
vides the reader with good access to your ongma
supervisor and other students. If they think it worl

your final methodology chapter.

CHAPTER 15

Evaluating
Qualitative Research

INTRODUCTION

In Chapter 14, we examined various strategies that can help improve the qual-
ity of your research design and data analysis. Knowledge of such strategies also
gives you a powerful set of tools through which to evaluate other people’s
research. Such evaluation skills are crucial in writing effective literature reviews
(see Chapter 21). They will also stand you in good stead in preparing papers
for publication (see Chapter 27) and in hallmarking your dissertation as the
work of a truly professional researcher (see Chapter 5).

In this chapter, we will review evaluation criteria for qualitative research. As
ever, we will use multiple case studies to illustrate what these criteria mean in
practice.

277




278

Part Ill: Analyzing Your Data

We start from the assumption that all social science should base itself on a
form of inquiry that is self-critical. This means that, if we wish to establish cri-
teria for evaluating qualitative research, we will need to understand the similar
issues faced by any systematic attempt at description and explanation, whether
quantitative or qualitative. '

TWO GUIDES FOR EVALUATING RESEARCH

Researchers are not the only people concerned about the quality of published
research. Governments and smaller public and private organizations are cur-
rently inundated by research reports that seem to have a bearing on policy.
How can they assess the quality of such reports?

A very detailed list of evaluative criteria has recently been devised by a team of
researchers commissioned by the British Cabinet Office (Spencer, Ritchie, Lewis,
& Dillon, 2003). An adapted version of these criteria is set out in Table 15.1.

Another useful set of evaluative criteria is provided in Table 15.2. Like
Table 15.1, it can be employed when you are evaluating research publications.
It also, of course, suggests a number of tricky questions that you should also
address in your own work! '

You should now attempt Exercise 15.1.

Table 15.1  Criteria for Assessing Qualitative Research

Appraisal Question Quality Indicators

Convincing argument for different features
of research design?

Appropriate research design?

Reliable data? Recording methods? Field note or

transcription conventions?
Clear theoretical assumptions? Discussion of models employed?

Adequate documentation of
research process?

Discussion of strengths and weaknesses of
data and methods? Documentation of changes
made to the research design?

How credible are the findings? Are the findings supported by data? Clarity of
links between data, interpretation, and

conclusions?

Can the findin